Enable SEKM on Dell PowerEdge Servers
Configuration and Deployment Guide

Abstract

This Dell Deployment Guide explains how to enable the Secure Enterprise Key
Management (SEKM) feature on PowerkEdge servers. It also provides key tips and
troubleshooting methods for SEKM.
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Notes, cautions, and warnings

@ NOTE: A NOTE indicates important information that helps you make better use of your product.

CAUTION: A CAUTION indicates either potential damage to hardware or loss of data and tells you how to avoid

the problem.

A WARNING: A WARNING indicates a potential for property damage, personal injury, or death.

© 2024 - 2025 Dell Inc. or its subsidiaries. All rights reserved. Dell Technologies, Dell, and other trademarks are trademarks of Dell Inc. or its
subsidiaries. Other trademarks may be trademarks of their respective owners.
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Topics:

¢ Document Changes
«  Contributors
. About this document

Document Changes

Table 1. Document changes

Introduction

Date Description
July 2019 Initial release
June 2020 Added procedures that are related to KeySecure Classic,

Thales Data Security Manager (DSM), and CipherTrust
Manager (previously branded as Next Generation KeySecure).

September 2020

Added extra information about including IP information during
setup and configuration.

December 2021

Added information about how to configure the SEKM solution
with Redfish and new support for SAS HBA, direct attach
NVMe SEDs, and PERC LKM to SEKM transition.

April 2022

Change highlights:

e Added supported storage controller table.

e Removed reference to the old storage configuration page.

e Included notes about the "Download CSR" option
introduced in the UL

e Added automated deployment section (reference SEKM
scripting GitHub page).

e FEach storage device has its own section for enabling
security.
Added additional Redfish calls for each storage device.
Added references to PERC/HBA user guides.
Added reference to SSD Encryption overview.

August 2022

Added Utimaco KMS and IBM KMS sections.

October 2022

Added steps on how to confirm if an IP address is in the KMS
certificate Subject Alternative Name (SAN) field.

May 2023

Change highlights:

e Updated supported storage controller table.

e Added GUI instructions for enabling SEKM on BOSS-N1
and SDPM/VOSS solutions.

e Added RACADM commands for BOSS-N1and SDPM/
VOSS solutions.

e Added Redfish calls for BOSS-N1 and SDPM/VOSS
solutions.
Added reference to Redfish API guide.
Added reference to the BOSS-N1 User Guide.

July 2023

Change highlights:
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Table 1. Document changes (continued)

Date

Description

Added notes regarding real-time operation support for
PERC 12 and newer generations..

Added notes regarding the Identity Module required for
SEKM HBA support.

Added FIPS Compliance descriptor in Redfish section.

January 2024

Change highlights:

Updated supported storage controller table.
Added commands for all supported interfaces on ROR-N1.

Added reference to instructions on how to migrate data
from KeySecure Classic or Data Security Manager to
CipherTrust Manager.

Added Volatile Key Caching (VKC) section.

Added reference to SCP guide.

Added reference to drive erase process (ISE).

Added additional information to the troubleshooting
section.

Added reference on where to find supported KMS versions
(iDRAC release notes).

March 2024

Added support for importing a pregenerated host certificate
and private key into iDRAC.

August 2024

Change highlights:

Added SEKM support for HBA 465i.
Updated supported storage controller table.
Added support for SEKM custom PEM certificates.

Added support for Periodic Sync with Key Management
Server.

Added support for Scheduled Rekey on iDRAC.

Added support for Redfish OperationApplyTime on
BOSS-N1 security enable operation.

Added support for reduced reboots on SDPM systems
with security enabled.

Added support for real-time erase operation SDPM SEDs.
Added section for Easy Restore.

Added additional information to the troubleshooting
section.

October 2024

Change highlights:

Updated format for supported storage controller table.
Added support for ControllerDrivesDecommission
action URI to crypto-erase all drives behind BOSS-N1in a
single action.

Added support for Redfish APl GET request on Periodic
Sync schedule.

Added support for Fortanix Data Security Manager.

December 2024

Added HBA 465i support for
ControllerDrivesDecommission.

March 2025

Change highlights:

Updated supported storage devices table.

Added support for Entrust KeyControl key management
server.

Added supported key management server table.

Modified Redfish URIs to be compatible with both iDRAC9
and iDRAC10.

Added additional information to Periodic Sync section.
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Table 1. Document changes (continued)

Date Description

April 2025 Change highlights:

e Added additional information related to BOSS-N1/ROR-N1
security disablement.

e Removed references to a suppressed attribute.
Updated BIOS SdpmCurrentSize and
SEKM.1.RekeyMode Redfish URIs.

June 2025 Change highlights:
e Added support for PERC H975i Front.

Contributors

The Dell Enterprise Server Solutions team created this guide.
Authors: Sanjeev Dambal, Texas Roemer, Xavier Conley, Ajay Shenoy, Srikanth Krishnamurthy, Anila Sri y

Content Engineering & Translation: Krista Chen

About this document

@ NOTE: Many PDF viewers add a line break to the end of each line of text in a PDF. Adobe Acrobat (Reader, Standard, and
Pro) and other common PDF viewers, including Google Chrome and Microsoft Edge, insert these line breaks. As a result,
when you copy commands that wrap across multiple lines in a PDF, the copied commands contain erroneous line breaks. If
you copy and paste commands, the line breaks cause issues.

To address this known limitation and ensure that copied commands do not contain unintentional line breaks, do one of the
following:

e Paste the copied commands into a text editor and remove the line breaks.

e Use the HTML version of this document when you are copying commands.
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Executive Summary

This guide provides an overview of how to secure storage devices on Dell PowerEdge servers using the OpenManage Secure

Enterprise Key Manager (SEKM). By integrating SEKM with supported Key Management Servers (KMS) such as CipherTrust,
Utimaco, IBM, Fortanix, and Entrust, you can ensure robust key management and enhanced security for your IT infrastructure.
The guide includes setup instructions, key tips, and troubleshooting methods to help you deploy and manage SEKM.
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Supported Storage Devices and Key
Management Servers

@lNOTE: See iDRAC release notes for supported Key Management Server versions.
@lNOTE: iDRAC Key Management does not support PERC H840 Adapter or HBA 465e Adapter.

Table 2. Supported storage devices

Storage controller Auto Secure LKM support SEKM support Minimum firmware
Direct-attach NVMe Yes No Yes N/A

SDPM Yes No 16G only N/A

PERC H975i Front No No 17G only 8.11.0.0.28-86
PERC H365i Front No 15G/16G only 16G/17G only 8.11.0.0.15-22
PERC H365i Adapter No 15G/16G only 16G/17G only 8.11.0.0.15-22
PERC H965i Front No 15G/16G only 16G/17G only 8.0.0.0.18-81
PERC H965i Adapter No 15G/16G only 16G/17G only 8.0.0.0.18-81
PERC H965e Adapter [ No 15G/16G only 16G/17G only 8.4.10.0.18-4
PERC H965i MX No 15G/16G only 16G/17G only 8.8.0.0.18-26
PERC H755 Front No 15G/16G only 15G/16G only 52.16.1-4074
PERC H755N Front No 15G/16G only 15G/16G only 52.16.1-4074
PERC H755 Adapter No 15G/16G only 15G/16G only 52.16.1-4074
PERC H750 Adapter No 15G/16G only 15G/16G only 52.16.1-4074
PERC H740P Mini No 15G/16G only 15G/16G only 51.13.2-3714
PERC H740P Adapter [No 15G/16G only 15G/16G only 51.13.2-3714
HBA 465i Front No No 16G only 8.8.0.0.15-26
HBA 465i Adapter No No 16G only 8.8.0.0.15-26
HBA 355i Adapter Yes* No VxRail/16G only 17.15.08.00
HBA 355i Front Yes* No VxRail/16G only 17.15.08.00
BOSS-N1 DC-MHS No No 17G only 2.2.13.2033
BOSS-N1 Monolithic No No 16G only 2.1.13.2017
BOSS-N1 Modular No No 16G only 2.1.13.2017
ROR-N1 No No 16G only 2.1.13.2025

@ NOTE: *Encryption capable drives behind HBA 355i support Auto Secure, but security on the controller needs to be
manually enabled first. For more information, see the HBA section.
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Table 3. Supported key managers

Key management servers

CipherTrust Manager

IBM Secure Guardium Key Lifecycle Manager

Utimaco Enterprise Secure Key Manager

Fortanix Data Security Manager

Entrust KeyControl Vault Manager

Table 4. Security properties

Device

Security Properties

Values

Description

PERC with iDRAC10

Encryption capability

Not Capable | Capable

Indicates if the controller
supports encryption.

Encryption mode

Disabled | Enabled

Indicates current Encryption
Mode for the controller.

Security status

Encryption Capable | Security
Key Assigned

Indicates current security
status for the controller.

®| NOTE: PERC 11 and earlier generations are not supported on 17G platforms.

®| NOTE: iDRAC Key Management does not support the PERC H840 Adapter or the HBA 465e Adapter.

Table 5. Security properties, continued

Device

Security Properties

Values

Description

PERC with iDRAC9

Encryption Capability

"None | Local Key
Management and Secure
Enterprise Key Manager
Capable"

Indicates if PERC supports
encryption.

Encryption Mode

"None | Local Key
Management | Secure
Enterprise Key Manager
| Secure Enterprise Key
Manager Failed"

Indicates current encryption
mode for PERC.

Security Status

"Security Key Assigned"

Indicates current security
status for PERC.

HBA 465i

Encryption capability

"Not Capable | Capable"

Indicates if HBA 465i supports
encryption.

Encryption mode

"Disabled | Enabled | Secure
Enterprise Key Manager
Failed"

Indicates current encryption
mode for HBA 465i.

Security status

"Encryption Capable |
Security Key Assigned"

Indicates current security
status for HBA 465i.

HBA 355i, BOSS-N1, ROR-N1

Encryption capability

"Not Capable | Capable"

Indicates if the controller is
security-capable.

Encryption mode

"Not Applicable"

HBA, BOSS-N1, and ROR-N1
do not support encryption
mode property such as

LKM or SEKM. Therefore,
encryption mode is not
applicable.
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Table 5. Security properties, continued (continued)

Device Security Properties Values Description
Security status "Not Capable | Disabled | Indicates current security
Enabled" status for the controller.
SED Encryption capability "Not Capable | Capable" Indicates if the drive is

security-capable.

Encryption mode

"Not Capable | Encryption
Capable | Secured | Locked |
Foreign"

Indicates current security
status of the drive.

Security status

"None | TCG Enterprise SSC |
TCG Opal SSC"

Indicates encryption protocol
that is supported by the drive.

©_©0 0 0
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NOTE: SEKM supports CPU-attached NVMe SEDs only if they use the TCG Opal 2.0 protocol.

NOTE: SEKM supports the HBA 355i only on VxRail platforms. (E660F, P670F, and V670F models).

NOTE: SEKM supports HBA solutions only on SEDs that use the TCG Enterprise Protocol. For more details, see the HBA
section.

NOTE: SEKM supports BOSS-N1, ROR-N1, and SDPM solutions only on M.2 NVMe SEDs that use the TCG Opal 2.0
protocol.




CipherTrust Manager (k170v)

Topics:

e CipherTrust Manager prerequisites

¢ Migration from KeySecure Classic (k150v) or Thales Data Security Manager (DSM) to CipherTrust
* Automated Deployment

¢ Set up SEKM on CipherTrust Manager

»  Configure Auto-Client Registration

e Configure KMIP Interface

¢  Create a user that represents iDRAC on CipherTrust Manager

¢ Setup SEKM on iDRAC

*  Configure SEKM using the iDRAC GUI

¢ Get the CSR file signed by CipherTrust Manager

¢ Download the server CA from CipherTrust Manager and upload to iDRAC
*  Viewing iDRAC key ID on CipherTrust Manager

CipherTrust Manager prerequisites

Before you set up iDRAC SEKM support, you must fulfill the following prerequisites.

PowerkEdge Server prerequisites

iDRAC SEKM license installed

iDRAC Data Center or Enterprise license

iDRAC updated to the firmware version which supports SEKM

Supported storage devices that are updated to the firmware version which supports SEKM

CipherTrust Manager prerequisites

e Configure Auto-Client registration
e Configure KMIP interface
e Create a user that represents the iDRAC on the KMS

Migration from KeySecure Classic (k150v) or Thales
Data Security Manager (DSM) to CipherTrust

You can migrate data from KeySecure Classic or Thales DSM to the latest supported version of CipherTrust Manager. The
migration takes place by creating a backup file on KeySecure Classic or DSM, then importing that file to CipherTrust. For more
information about supported data and steps that are required to perform the migration from KeySecure Classic, see Migrate
from KeySecure Classic on the Thales support site. For Thales DSM steps, see Migrate from Data Security Manager.

NOTE: To use CipherTrust, reconfigure iDRAC SEKM certificates and KMS settings. For more information, see Set up
SEKM on CipherTrust Manager and Configure iDRAC with CipherTrust.
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Automated Deployment

After configuring Auto-Client registration and the KMIP interface on CipherTrust, you can use an automated Python script to
set up the complete SEKM solution iDRAC. For more details, see the SEKM scripting GitHub page.

Set up SEKM on CipherTrust Manager

iDRAC supports the following CipherTrust Manager features. For information about other CipherTrust features, see the
CipherTrust Appliance Administration Guide.

Configure Auto-Client Registration

1. Log in to the CipherTrust appliance and click KMIP (OASIS Key Management Interoperability).

52 THALES CipherTrust Manager ® A 5] admin&

8a Access Management v
o ren s
@
© Data Protection v
[oRY Data Discovery and Classification Cloud Key Manager Transparent Encryption Database Protection
Find Data in your Systems Manage and bring your own keys to Transparently Encrypt Data at Rest, Configure Column and Field
2 AMarms the Cloud On-premise and in the Cloud Encryptian for your Databases
s ¥
= Records v
&o Admin Settings v

; ® £ L]

ProtectFile & Transparent Protecty KMIP Application Data Protection
Encryption Userspace

al Machines in any OASIS Key Management Application Encryption
Interoperabilit

Configure File and Folder Encryption

Figure 1. CipherTrust Manager dashboard
2. Click Client Profile > Add Profile.

#f THALES KMIP

Client Profiles

B diient Profile

Name SR Organization Name

No Registered Clients

Figure 2. Add client profile

3. Enter or select data in the Add Profile dialogue box.

Add Profile
Profile Name * Username Location in Certificate
IDRAC Profile CH
¥ Do not modify subject DN
Certificate Details (4]
Device Credentials [+]

Figure 3. Add profile
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NOTE: Certificate Details and Device Credentials are not necessary for this step. If you are using CipherTrust version
1.10 or below, specify the Common Name field in the certificate to add a profile. Ensure that a user with this name exists
on the CipherTrust appliance. This user does not need to be added to the group.

4. Click Registration Token > New Registration Token.

#f THALES KMIP ®© m B admin&

Registration Token w Registration Token

Registration 1|oken Name Token Profile Expires Uses Remaining Used

Figure 4. New registration token

5. Enter the prefix name of the Registration Token. For example, "IDRAC token."

Create New Registration X
Token

°C0nﬁguFeToken Select CA slect Profile Create Toker

Use company specific naming conventions when setting up a new token.

Name Prefix@

iDRAC token
Token lifetime@ Certificate Duration@ Client Capacity@
unlimited 730 100

Back Select CA

Figure 5. Configure new registration token

6. Select Local CAs as the certification authority, then click Select Profile.

Create New Registration x
Token

@ Configure Token @ Select CA Select Profile Create Token
Local CAs

(® /C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySecure Root CA

Back Select Profile

Figure 6. Select CAs

7. Select the profile that you created, then click Create Token.

Create New Registration %
Token
0 Configure Token @ Select CA @ Select Profile Create Token
Client Profile
iDRAC profile +

Figure 7. Select client profile

8. Copy the registration token.
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Create New Registration x
Token

o Configure Token @ Select CA @ Select Profile @ Create Token

nPIhYtLVZE2XcGrgSWAzQ  Copy|li

Figure 8. Copy registration token

9. Navigate back to the CipherTrust home page and click Admin settings.
10. Click Interfaces. Click the ellipses symbol next to the KMIP interface.
11. Click Edit.

12. Select the Auto Registration check box.

18. Paste the token that you copied into the Registration Token box.

14. Select the Enable hard delete check box.

Enable hard delete 0

Auto Registration
Registration Token *

fSazWDVTbzViBaXashqlaGZIKoOVwB2 2yY1IVMVE| PFpumaNiXAqCBHYunlQWKI

Username Location in Certificate

CN -

Local CA for Automatic Server Certificate Generation

Turn off auto generation from a Local CA

Figure 9. Edit KMIP interface
NOTE: Disable automatic generation from a Local CA on the configured KMIP page. If you do not disable this option,

CipherTrust will replace the KMIP server certificate with a new certificate after rebooting. You can find this option under
Local CA for Automatic Server Certificate Generation in the Edit section.

15. If you are using an older version of CipherTrust (versions 1.10 and below), restart the KMIP services by clicking System >
Services > Restart KMIP.

Configure KMIP Interface

The Local Certificate Authority that is shown in the image is available by default.
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B Products

Local

EXtemna e0Befade2bed

Local Certificate Authorities

&a Access Management W
£ Keys Re 3l CA
0 ca s Mame Subject

Ipcalca-5681a012-408¢-44cf-bb0d-

FC=USST=MD/L=Belcamp/O=Gemalto/CH=KeySecure
Root CA

Figure 10. Local Certificate Authorities

If you are using a newer version of CipherTrust (version 2.3 and above), click Local CA > Issue Certificate and do the

following:
Issue Certificate
Display Name Common Name
Algorithm Size
RSA - 2048 -
Subject Alternative Names

DMS Names (comma separated)

Email Addresses (comma separated)

MName (comma separated)

Encrypt Private Key

IP Addresses (comma separated)

Figure 11. Issue Certificate

e Algorithm: RSA
e Size: 2048

@ NOTE: The older version of Gemalto had a single field for Subject Alternative Name (SAN). This field has been split into
two separate fields on CipherTrust: DNS Names and IP Addresses. It is mandatory to enter both fields to prevent iDRAC

SEKM setup issues or key exchange failures.

1. Click both "save csr” and "save private key."

Encrypt Private Key

save csr save private key

You must save the Private Key to continue

Figure 12. Save csr and private key buttons
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2. Copy the contents of your CSR and get it signed by your Certificate Authority. In this example, we use the Certificate
Authority that is available by default.
3. Click CA > Local Certificate Authority.

B Products
Local Certificate Authorities
Ea Access Management A%
2 Keys
O ca A Name Subject
Lozl localca-5681a01 2-408c-44cf-bb0d- fC=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySecure
el86fade? b9 Root CA

Figure 13. Local Certificate Authorities

4. Select CA (Certificate Authority). After you select the CA, the Issue Certificate and Upload CSR buttons are displayed.

( + Issue Certificate )(.‘!‘, Upload CSR ) ‘

Figure 14. Issue Certificate and Upload CSR buttons

5. Select Upload CSR, then upload the contents from the CSR you generated in the steps above.
6. Upload the externally generated CSR.

Upload Externally Generated CSR

xfi9lwHVpX++N27DQ20AQbzVhL7XcRDNGAKXVIOCNDfimjm+OVeb74cGYweXDCyR
CPv+wOWNCQO7gRYnzata)+GpH7yVzMWO0og5zAYgpGRo=
----- END CERTIFICATE REQUEST-----

Certificate Purpose

server +

Duration in days

365

Issue Certificate

Figure 15. Upload Externally Generated CSR

®| NOTE: Select server for Certificate Purpose.

After you click "Issue Certificate," the certificate becomes available for download on the same page.

7. Click the ellipses (..) symbol, download the signed certificate, and save it to your system.

8. Take the private key that you downloaded in the steps above and append it to the signed certificate you downloaded. An
example of a private key is shown in the screenshot here:
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————— BEGIN CERTIFICATE-----
MIIDrDCCAZSgAWIBAgIQLaa47IRqlqWABKNMIL3pZTANBgkqhkiGOw@BAQsFADBa
MQswCQYDVQQGEwIVUzELMAKGALUECBMCTUQXEDAOBgNVBACTB@J1bGNhbXAXEDAO
BgNVBAoTBOd1bWFsdG8xGjAYBgNVBAMTEUt1eVN1Y3VyZSBSb29@IENBMB4XDTIX
MTAWOTIWNDIXOVoXDTIyMTAwWOTIwNDIXOVowFzEVMBMGATUEAXMMMTAWLjY@LFIO
LjI4MIGFMA@GCSGGSIb3DQEBAQUAA4GNADCBiQKBgQDCGo3bazil f2xdymghU18P
0gK1uOYHhOA+7eLf0ze7POMQLF9SysbhAkvBSx41JuAgpbmIWQpGuletUzclTSm3
9pHi+itI3I5nS4WBFN/yMHXjcotdpgdgQfozlNhR3ftgK07ZeU7Fjxcov@oykDhm
e1tBDxkQX5Xf97SX0UrMewIDAQABozUWMzAOBgNVHQ8BATSEBAMCA4gwEWYDVROL
BAwwCgYIKwYBBQUHAWEWDAYDVROTAQH/BAIWADANBgkghkiGOwOBAQsFAAOCAgEA
MsdPI1TMbsfPDIxH3y1tRYM2FVEjnwziu708PyJ89rjLfY846317Wg2A00e]j9uHn
LiCn@b+1k+0IHRbItIBUZEN/TL57x/cI06g1S/VNhxHi2HRUrDAlgQXLfiBbpgEb
pS@EbfoBIH+8MGbibGnBsLcLBDS5hvEVVHXs2cwWUICrhdRtBVTP8xXKQfmPsoYR
Lj1FF4RFc1QZ5kEG1U9yY8nV+hu0jQ8Nt4fDrNbm/ZR10aN1+3VR8oNtAYrUNaVxa
8hShsabHOrfo2cEbxLpkOgaednnzEjLghlhxbaoB9cVIXtzG4aDDGODWLSCFgl/u
01P2p/sF1TpPUGEWCBEigHf5S5KPkeX1ufQb4SFmWQceP@S+Pb3x8dZylLe@Z1+VYF
Vt0zjS8cKtUjnOKUBcmlm/SxjiBaZyE2sX4mIk05xJdz1lxvzIztQWv6/ss600CG1
R3Y+3UZDHEMP96P1VEWWQgkYGyY sfzN5wmh9ohjmrgnPlwHy jDmm6JIfVMutsvfodu
kt/SMck6AS41WCHtCOBNdn5MBO7aLEv25dzIHmC3SSREV2fKow5qXjlcAgd4cEbn
b3HleaBRk178HFCyxcg3eEf5vweb6aF8XoPdJ37bUuctqrpHo8mizDBL/aL6jeP7m
u310T6PjK27/PVonVetyYxruVGoidiG85Fzxejh@Rm8=

----- END CERTIFICATE-----

MIICXAIBAAKBgQDCGo3baZil f2xdymghU18P@qK1uOYHhOA+7el fOze7POMQLTIS
ysbhAkvBSx41JuAgpbmIWQpGuletUzclTSm39pHi+itI3I5nS4WBFN/yMHXjcotd
pgdefolehR3fthO?ZeU?Fjxcov@oykDWme1tBkahX5Xf97SX6UrMGwIDAQAB
AoGBAJ4ajw331z+ZTSWgZuluQblbugw07Z+WRio8Dp4SWDT3qe316ZEAhrpk6lv]
2hM1VU6Cbvt2u34dvy7532QELEMO/MU6XNjbHLKQLlyPSwB36pnM367QeVWNBY 26
dm99uUIWAQwzCc8GFx1IU5q2WZMKWMvIDGtVPi7 /MiOF /9MRAKEASXY1CHNSKX9y
L1vWWPQVzgNu80hmeMedMKWhNC88YRweBCXSXfadwHEM5rX6sWiNR2jOBkAOVIfZ
bmsdYjekFQIBANcHtLOj1lr+xNt0Ob8oFOvmXiWWOTwhL3jxpM8jOecN1yMoHBkz8
+xe5V5yhIfbQ93YWzuQD70breZOhar3v7P8CQEz7C4stH4AnDcv40iZgrVThpKWQH
h1ltk4/B4vKLtuWeAP1l+TWekDb7hr8KhKpyDCed32U+uxGzeoPj6SYES/yaECQAZQ
1sLXFisCouPnQyplRIBHNRbEs1kqPGqZUo7LT5KIuljh5kw8X7LARyp8gAUP1M/ i
+B265im1Kx/TZQtA+30CQEZyf1A2wHmMBWXJIhWjcBHa/kTxEgobDTzeYkkPixztdt
/Gr4pmbnBtwSNw1FCmpoysZ7w85ZSd25LYoivP4PBDQ=

----- END RSA PRIVATE KEY-----

Figure 16. Private key example

9. Save this file and upload it to the KMIP interface.

10. Upload the signed certificate and private key to the KMIP interface.

11. Click Admin Settings > Interfaces.

12. Click the ellipses symbol next to the KMIP interface, then click Upload New Certificate.

CipherTrust Manager (k170v)

21



Upload Certificate x

Certificate *

File Upload (® Text

The certificate and key data in PEM format or baseb4 encoded PKCS12 format

Format *

PEM -

Password (optional)

Password to the encrypted key

Figure 17. Upload Certificate

e Text: Includes the signed certificate and appended private key.

Format: PEM

13. Click Upload Certificate.

@lNOTE: If you are using an older version of CipherTrust (versions 1.10 and below), you must restart the KMIP services.

14. Go to System > Services > Restart KMIP.

Create a user that represents iDRAC on CipherTrust
Manager

1.

22

Click Access Management > Users > Add User.
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Create a New User

Username Email

S35T001_R750

Password Password Match

[R— ........'

Require user to reset password on next login
Allow user to login using certificate
Connection (fixed)

local_account

Figure 18. Create a new user

@l NOTE: The username must match the Username Location field in the iDRAC CSR.

2. After you create this user, add this user to the Key Users group:
a. Click Access Management > Groups > search for "Key Users."
b. Add your newly created user to the group.

Members of the Key Users group

Name User ID Member?

admin local | 96467264-8895-4bea-9ale-394e1689b3c5 Add

global local|91e776ce-7b9a-457¢-be64-90de66002161 “
$3ST001_R750 local | 8cb66fa9-b92a-40a1-83¢5-c495a01fffd6 v

3Users 10 per page ~

Figure 19. Key users

Set up SEKM on iDRAC

Licensing and firmware update

SEKM requires an iDRAC Enterprise or Data Center license. To avoid an extra firmware update, install the SEKM license first,
then update the iDRAC firmware to a version that supports SEKM. An iDRAC firmware update is always needed after installing
the SEKM license, even if the current firmware supports SEKM. Use existing methods to install licenses and firmware updates
for SEKM.

Set up SSL certificate

The SEKM solution requires two-way authentication between iDRAC and the KMS. Generate a CSR on iDRAC, get it signed by a
CA on the KMS, and upload the signed certificate to iDRAC. For KMS authentication, upload the KMS CA certificate to iDRAC.

Configure SEKM using the iDRAC GUI

1. Start iDRAC using any supported browser.
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2. Click iDRAC Settings > Services.
3. Expand the iDRAC Key Management menu and select SEKM for Key Management Service.
4. Go to SEKM Configuration.
5. Enter the KMS IP address and iDRAC KMS user ID and password, if applicable.
Configuration Secure Enterprise Key Manager (SEKM) L]
KMS (1P Address or FODM)*
SEKH‘ p—-- A ridber® EEOA
Ounﬁgu-mim O INUImDeT A0
Redundant KMS Infarmation
Port Mumber 5606
Redumdant KMS 1 (1P
Address or FODN)
+ Add Redundant KMS
iDRAC Account on KMS
Setup your iDRAC account on the Key Management Server. Provide:
information about this iDRAC' account on the Key Management Server,
Ensure all detaits match the account details on the Key Management
Server.
Liser 1D
Figure 20. iDRAC Key Management window for SEKM
@lNOTE: The User ID and Password fields must match the user that you created on CipherTrust in the steps above.
6. Click Next.

7. Click Generate CSR.
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Configuration Secure Enterprise Key Manager (SEKM) (2]

SEKM Certificate

Generate and Sign CSR by the Key Management Server
Certifying Authority

SEKM Certificate

STEP1 Generate a Certificate Signing Request (CSR)

STEP 2 Log into the Key Management Server, upload the
CSR and get the CSR signed from the Key
Management Server Certifying Authority(CA)

STEP 3 Return to this Configuration screen and upload the
signed CSR

Upload Signed CSR

Step3of 5 ==
Cancel Back Next BE U

Figure 21. SEKM certificate

@lNOTE: The Download CSR option becomes available after generating a CSR.

8. Enter the certificate information in the Generate Certificate Signing Requests (CSR) dialog box.
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Generate Certificate Signing Request (CSR)

Instructions: Generate a CSR that can then be signed by the Key Management Server
Certifying Authority. If you have already generated a CSR, this step is not required

Generating a new CSH prevents certificates that are created with the previously generated

CSR from being uploaded 10 iDRAC
Common Name (CH)*

Country Code (CC)

Locality (L)*

Crganization Name (O)*
Organization Unit (OU)*

State*

Emiaill

Subject Alternative Names

KMS User ID

If username authentication for the 5L
cermficate 5 enabied on the Key Management
Server using the User ID(UID) feld, select ths
ophon

iDRAC IP Address in CSR

idrac-HC02502
United States
Round Rock
Dell

I1SG

Texas

Include
idrac-HC02502

Include

Figure 22. Generate Certificate Signing Request box

®|NOTE: Include both the user ID and iDRAC IP address options in the CSR field.

9. Click Generate.
10. Save it to your system.
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Get the CSR file signed by CipherTrust Manager

MIIC/jCCReYCAQAWgYExCzAJBgVBAYTALVIMO4wDAYIVOQIDAVUZXhhezETMBEG
AlUEBwWKUmMS 1bmQgUmSjazERMREGRIUVECgwIRGVsbCBFIUMxDTALEgNVEBASMBFRL
c3QxCTAXNBgNVEAMMEGL kemFjdiN1ckexR14IUTIxHE] AcBgkghkiGSw0BCQEWD3R1
c3R1ckBkZWxs LeNvbTCCAS IWDQY JKoZIhveNRQEBBQRDGgEPADCCRQoCggEBRKR]
TmgS3hzKzSrwSGuhSpEeShnSR7TjgI+MSmilgi4 SUcnXXCkUEa 8 1KHKKE /cRIXSTOL
JecBrétegSklF2dtinEiXeEq+MlEaVuz 0ELRFeD1I7 0mgwjgtigmPhidnINI€Ya+1lWV
i/0yLyed7115KnudUpUGFljecpYubDSpTl1lZZ5bwilotBklrbLglHpY1c5kGgnjae
LPXSqghw/kIc+EockUaNekuWAVPEmr3XxBEptGugkKne PSZY0boX4LLOCHMFRAcgplz
TevgIYAUnT73oyinMWEpShchyOThgibXzoc¥PeX01k7cdzmb3 /aNjXSTSGi/KR4Zg
SVWAVJI+m2 ILLNyKC+SMCAWERAaRpMCcGC5qGE5Tb3D0EIJDIEaMBgwCCYDVROTBAIW
ADALEgNVHQEEBAMCEBelwDOY JKoZ ThveNAQELEQRDggEBADSKELEDO+uNioiBLTNa
V3t5LGma/I3sPY14baDdOngNQE7HxOvv/ qermZPiWn020c/Z1fkpvrwibYY1dH3+
ewediIntbabfkvExIPcCREXD/ fUadtMS28+pKImIF7840sVaJiyEXFheaB338dted
Kt3m2 JQUuv+eKDxG+xvugSiwvuEftZ2FJZsHUeUcl6aHlcTuBhpmSXiP/ IUmvrgF1lR
EplLYX5uwLS7El €UomeRVe P1G2LwksFzaHVFDwGmzQY /AB21 6UP1CzpXxF02yA3y
kjwtSxEOseInYpTSyxJSC] 2RmddBS€ZYUUCDO2DLTiALsbkQt fovlpjoSpPED21p
IER=

-----END CERTIFICATE REQUEST-----

Figure 23. Certificate request

1. Log in to CipherTrust Manager.
2. Click CA > Local Certificate Authority.

Local Certificate Authorities

Subject Serial # Activation Expiration

/C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySecure Root CA 113498589839509946571059955900228142124 5 days ago in 10 years

Figure 24. Local Certificate Authorities
3. Click Upload CSR.
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Upload Externally Generated CSR

4pM70MyV7UMBDr+ICqjSKEKIDODBrupgSCT+UWGKS7BWISHW) I+ 0CGYNSEXISBEL
LYBHDT97igMfi000BIzQS/nLYNXAqEs8eXeerCWCTjiezx|j3FRM88Yvsdjn
----- END CERTIFICATE REQUEST-——

Certificate Purpose

client

Duration in days

365

Issue Certificate

Figure 25. Upload Externally Generated CSR

e Certificate Purpose: client

@ NOTE: After issuing the certificate, you can download and save it to your system. It will be the most recent certificate
listed under certificates issued by your local CA.

4. To upload the signed certificate, go to the SEKM Certificate section and click Upload Signed CSR.

Download the server CA from CipherTrust Manager
and upload to iDRAC

1. Click CA on the CipherTrust Manager Ul.

£82 THALES CipherTrust Manager ®
B8 Products 3 i
External Certificate Authorities
S Access Management v
Subject Serial # Activation Expiration
O Keys
© Data Protection v
0 Alarms
= e « Local Certificate Authorities
Qo Admin Settings v
Subject Serial # Activation Expiration
/C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySecure Root CA 113498589839509946571059955900228142124 5 days ago in 10 years

Figure 26. Certificate authorities

2. Click the ellipses symbol (...) in the right corner, download it, and save it to your system.
3. Go to the KMS CA Certificate section and click Upload KMS CA Certificate.
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Configuration Secure Enterprise Key Manager (SEKM) @

Common KeySecure Common KeySecure
Name (CM) Root CA Mame (CN) Root CA
Country Country

Y. us Y us
Code (CC) Code (CC)

i Locality (L)  Belcamp Locality (L)  Belcamp
Certificate Upload

Crganization Organization

Gemalto Gemalto
Name (0) izt Name (0)
State MD State MD
Nov 7 Mov 5
Valid From 20:52:08 Valid To 205208
2021 GMT 2031 GMT
STEP1 Leginto the Key Management Server and
download the Key Man arver
Certifying Authority(CA
Li]

STEFP 2 Upload the KMS CA Certificate

Upload KMS CA Certificate
oo [ o ] e 8

[
B
1=
¥

o
e

Figure 27. KMS CA certificate upload

A message indicates that the upload operation has succeeded.
4. Go to Test Network Connection and verify that the connection is successful.
B. Click Finish to go to the Job Queue page and ensure that the job ID is marked successfully completed.

Job Queue
|
O o Job Status
+ [0 FRID.S19130267T338 Rebaot Pawer cycle Aabaat Complated (100%)
+ 0O FROSIs00T247ES2 Reboot Power cycle Reboot Complated (100%
+ [ RID.919000641413 Reboot Power cycle Reboot Complated (100%)
4 O JDS250T0S864T4 SEMM S1atus Change Completed (100%)

Figure 28. Job queue

iDRAC SEKM configuration with CipherTrust Manager is complete.

Viewing iDRAC key ID on CipherTrust Manager

You will not see a key generated for your iDRAC until you enable SEKM on a supported storage device. For information about
how to enable SEKM on supported storage device, see the related section for your storage device.
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THALES CipherTrust Manager

BB Products

Keys
& Access Management ~

Name ~

© A Y Filters ® Basic Raw
L Alarms

{ Types v l l Size v ] [ Status

Records ~ h
Latest Version Onl

Qo Admin Settings v - i

Key Name Version Owner
> ks-a1f21db64d4347838768fc285a94185a57¢c31bc6850... o] local | XO04_R840
g ks-7f59ea6bc0384aebbdf568301c1e00821af969a26dd... o local | X004_R840

Figure 29. Keys
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IBM Secure Guardium Key Lifecycle Manager

Topics:

e IBM Secure Guardium Key Lifecycle Manager (SGKLM) prerequisites
e Setup SEKM on IBM SGKLM

e Generate CSR for Server Certificate

¢ Sign CSR with external CA

e Upload signed CSR to IBM SGKLM

e Setup SEKM on iDRAC

*  Configure SEKM using the iDRAC GUI

. Get the CSR file signed by an external CA

. Register Client on IBM SGKLM

e Upload the signed CSR for iDRAC to IBM SGKLM
¢ Import external CA into IBM SGKLM

*  Download the external CA and upload to iDRAC

e Viewing iDRAC key ID on IBM SGKLM

* Audit and debug on IBM SGKLM

IBM Secure Guardium Key Lifecycle Manager
(SGKLM) prerequisites

Before you set up iDRAC SEKM support, you must fulfill the following prerequisites:
PowerEdge Server Prerequisites

iDRAC SEKM license installed

iDRAC Data Center or Enterprise license

iDRAC updated to the firmware version which supports SEKM

Supported storage devices updated to the firmware version that supports SEKM

IBM SGKLM 4.1 Prerequisites

e Access to a valid external Certificate Authority to sign the server certificate.
e Register a new client that represents iDRAC on the CLIENTS page in the KMS.

Set up SEKM on IBM SGKLM

The following sections describe the IBM SGKLM features that are supported by iDRAC. For information about all other features,
see the Product Overview documentation available on the IBM support site.

Generate CSR for Server Certificate

1. Log in to IBM SGKLM.
2. Go to Advanced Configuration > Server Certificates.
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Advanced Configuration -

Device Group

Senver Cerificates

Client Device Certificates )
eg ifg

Figure 30. Advanced configuration dropdown menu

3. Click the Add icon and select Request Certificate from a third-party provider.

L 70 c O & & nitpsy//100.6441,42:9443 i SKLM fjsp/Main jsp

IBM Security Guardium Key Lifecycle

Advanced Configuration -~

administel  Add TLS/KMIP Certificate

-D Create a self-ssgned certificate
Use a sel-signed certificate in & known emdfonment. A clien] cannol vty 4 seit-signed certisicy

Add | N 8 Request certificate from a third-party pravider
Use 3 cerfificate generated by a third-party provider as a more Secure means of comimuni calioen
- 'n]
Cenifica Generate Certificate Request for Third-party Pronider
“Certificate [abel in keystore:
sdkm_s4
= ServerCertificate
SErVErCR *Certificate description (common name):
100084 41 423

test_salf

'thty period of new certihicate (in days; for example, 3 years 5 385 < 3 = 1085 days):

1095 :_:.I The interval in days ranges from 1 to 9000
Total: 33 *alaarithm: :

RS54 of
{as] Fistur » Oplional Cerdificate Pararmelers

Figure 31. Add TLS/KMIP certificate

@l NOTE: It is mandatory to enter the KMS server IP address or hostname in the Certificate description field.

4. After entering or selecting all necessary information, click Add Certificate.
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Generate Certficate Reguest for Third-party Provider
*Certificate label in keystore:

ServerCeraicale

_"Ce rrficate descriphion [commen name):

100.54.41.42

=walidéy pemod of new certificate {in days: for examg]

1085 : The siterval in days

= alagrthm;

REa ®

- Dplicnal Cemslcale Parameledns

Crgarmzabanal uvat Aamas

Crganizabon name:

City or localty:

State of provings:
dd Certeficabe Cancel

Figure 32. Add certificate

A CSR file is generated in the following location where IBM SGKLM is installed:

e Windows: C:\Program Files\IBM\WebSphere\AppServer\products\sklm\data
e Linux: /opt/IBM/WebSphere/Liberty/products/sklm/data

This CSR can also be downloaded from the Advanced Configuration > Server Certificates page. The last column provides an
option to download.

Sign CSR with external CA

1. Copy the CSR content and get it signed by an external Certificate Authority (CA).

@l NOTE: This signed CSR is for the server certificate on the KMS.

2. Copy the signed CSR file to the same location where IBM SGKLM is installed:
e Windows: C:\Program Files\IBM\WebSphere\AppServer\products\sklm\data
e Linux: /opt/IBM/WebSphere/Liberty/products/sklm/data
3. The signed CSR can also be uploaded from the GUI. For more information, see Upload signed CSR to IBM SGKLM.

Upload sighed CSR to IBM SGKLM

1. Go to the Welcome page.
2. Click Third-party certificates pending import under Key Groups and Certificates.

IBM Security Guardium Key Lifecycle Manager

Configuration Advanced Configuration ~ Administration - Clients Search User Management

g Action ltems
Pending Device Requests Key Groups and Certificates
There are no action iems, Third-party certificates pending import

Create a backup to ensure that you can restore data.
Database connectivity: Connected
Master key repository: JCEKS

Figure 33. Welcome page
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3. Double-click the certificate that you generate from the list of pending certificates.

IBM Security Guardium Key Lifecycle Manager

Configuration Advanced Configuration ~ Administration - Clients Search User Management

The following pending third-party cerificates need to be imported from a Centificate Authority

Select a cerificate and dlick "Import” to import the certificate returned from the Certificate Authority.

Import
Pending Certificate Device Group
senvercertificate TLS/KMIP server

Figure 34. Pending certificates

4. Browse and search for the signed CSR from the previous step.

mport

Pending Certificate Deyice Groun

Browse File

Import Certificate Biowse: | SOENDNE N

-

o restore
[5) 220215215424-s ekm_servercertificate.csr
= 220818190328-SenverCertificate csr

=] certnew.cer

=
Browse... (=] gemalto_ca.pem

El idrac_cert.pem

[T

mw

| idraclient.cer

Import Cancel

:ﬁ microsfofiCAcer

Upload Select Cancel

Figure 35. Browse to the signed CSR

B. If the file is not present in the list, then use the Upload button to upload the signed CSR from the previous step, then select
the file.

6. Click Import.
7. Go to Advanced Configuration > Server Certificates and verify that the box in the Status column has changed to green.

Status

£

L

Figure 36. Valid status

8. On the Server Certificates page, double-click the certificate and select the Current certificate in use check box.
9. Click Modify Certificate.
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Hoar Mananameant

Adminictratinn - Caarrh

Advanced Config

Moadify TLS/KMIP Certificate
Administer Server Certificates
i ommunication betwean the IBM Security Gud *Certificate label in keystore:
I sarvercerificate
te g C C t T I
*Certificate descripticn (common name):
add | Modify | Delete | Export 100.64.41.42 ,
1+ Nofilter applied *validity period of certificate (in days):
1096
Certificates '
*algorithm:
RSa

sekm_senvercemficata

v Current certificate in use
servercerificate

v Optional Cedificate Parameters

ﬁ Retum home

Modify Certificate Cancel

Figure 37. Modify certificate

Set up SEKM on iDRAC

See Set up SEKM on iDRAC.

Configure SEKM using the iDRAC GUI

See Configure SEKM using the iDRAC GUI.

Get the CSR file signed by an external CA

Get the CSR signed by your supported Certificate Authority.
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Register Client on IBM SGKLM

1. Copy the iDRAC Client certificate and the corresponding external CA used to sign the iDRAC CSR to the following location
where IBM SGKLM is installed.

e Windows: C:\Program Files\IBM\WebSphere\AppServer\products\sklm\data
e Linux: /opt/IBM/WebSphere/Liberty/products/sklm/data

2. Alternatively, the above certificates can be uploaded from the IBM SGKLM GUI. Further details can be found in the following
sections.

Upload the signed CSR for iDRAC to IBM SGKLM

In the IBM SGKLM, navigate to Advanced Configuration > Client Device Certificates.
Click Import.

Browse through the list of files and upload the signed SEKM SSL certificate.

Select the uploaded certificate.

Select the Allow the server to trust this certificate check box, then click Import.

S IFNENINIES

Figure 38. Import TLS/KMIP Certificate for Clients

Import TLS/KMIP Certificate for Clients

*Certificate name:

D)
*Flle name and location:
$[SKLM_DATA} Browse...
L Allow the server 1o trust this cenficate and communicate with the associated chent iJBVICe.
Import Cancel

@l NOTE: The certificate name should be the same as the common name used while generating iDRAC CSR.

Import external CA into IBM SGKLM

1. Go to Configuration > Truststore and click Add.
2. Browse through the list of files and upload the external CA used to sign the iDRAC CSR.
3. Select the uploaded certificate and click Add Certificate.

Add Certificate
Certificate Alias:
|

File lacation:
$(SKLM_DATA} Browse...

Certificate type:

® basces DER

Add Certificate Cancel

Figure 39. Add Certificate
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Download the external CA and upload to iDRAC

1. Download your external CA, then go to the KMS CA Certificate section in iDRAC.

2. Click Upload KMS CA Certificate.

Figure 40. KMS CA Certificate

Upload

Configuration Secure Enterprise Key Manager (SEKM) [ 7]
F
Common KeySecure Common KeySecure
Name (CN) Root CA Mame (CN) Root CA
Country Country )
Code (CC) s Caode (CC) S
KMS_ '?"“‘ Locality (L) Belcamp Locality (L) Belcamp
Certificate Upload
Organization Gty Grganlgat|on Gemaito
Mame (C) Name (O)
State MD State MD
Nov 7 Nowv 5
valid From 20:52.08 Valid To 20:62.08
2021 GMT 2031 GMT
STEP1 Log into the Key Management Server and
download the Key Management Server
Certifying Authority(CA) Certificate
i
STERP 2 Upload the KMS CA Certificate.

Upload KMS CA Certificate
=

A message displays, indicating that the upload is successful.

Go to Test Network Connection and verify that the connection is successful.
Click Finish to go to the Job Queue page and ensure that the job ID is marked "Completed."

4.
Job Queue
O D %
+ RID.919130367938
+ O RID.919007247652
= [ RID219000641413
4+ 0O JiD_s25070988474
Figure 41. Job Queue

Job Status
Reboot: Powear cycle Reboot Completed (100%)
Reboot: Power cycle Reboot Completed (100%
Reboot: Power cycle Reboot Complated (100%)

SEKM Status Change Completed (100%)

iDRAC SEKM configuration with IBM SGKLM is now complete.

IBM Secure Guardium Key Lifecycle Manager
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Viewing iDRAC key ID on IBM SGKLM

NOTE: You will not see a key that is generated for your iDRAC until you enable SEKM on a supported storage device. For
details on how to enable SEKM on supported storage device, see the related section for your storage device.

Go to the Clients tab.

Double-click the required iDRAC client from the list.
Select the Add Objects tab.

Double-click SYMMETRIC_KEY under Object Type.

NN

Figure 42. Modify Client

M Security Guardium Key Lifecyels Manager

[T Configuramon
Modify Client
Clients
i R Cienn name. IDRACEBLAEF 33
| Asd Objects Objects VWitn Caent
Client Dashiroard .‘ =

e Nofilter appbisd

Cbjeet Type Humbar Of Objsces
cate | Modry | Do Sl | EEissseeseercnsemcsmrsensnss e
EYMMETRIC_KEY 2

- e

Cliant Hame Toval: 3 Seleceed: s 1
Add objects
A
o Soibinc ] cilpect B e =
Exit

W 25 S0 100 e Mo af

Figure 43. Detailed Key ID information

IDRACBLRBF33

Dbject type: SYMMETRIC_KEY

Use this page to view the st of obgects and ther details.
W
i+ Nofilter applied
Mame Attribute Device Group

IDRACBLRBF33

IDRACBLRBF33

Total: = Selected: o

uuio

KEY.cali7ed-5893cefb-61d3-4863.-81cc-d707c03Tedb

KEY-cal17ed-d9564677-ae2b-450d-b7b5-d2 1 cfBc2cf1B

5. Double-click the required key ID for a detailed view.

Audit and debug on IBM SGKLM

1. Go to Configuration > Audit and Debug.
2. Select the Enable Debug check box to log further activities.
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Figure 44. Audit and Debug
1IBM Security Guardium Key Lifecycle Manager

Usear Managemant

Configuration Advanced Configuration - Administration - Clisnts Search

TLSMHEMIP
ALt
Audit and Debug
) I roadd and b I et i 1 I .|
Key Serving Ponts
Audit level:
Kev Serving P Low - Failure outcomes for all event types
&y Senvng FParameters (7 Medium - Failure outcomes for all event lypes, and success culcomes for runtime, authorization, key management, and re

& High - Failure and success outcomes for all event types

Trusistore

Use syslog format
Syslog server host

Syslog server porl

Use TLS
Db
Apply the Debug setungs, Enabling Debug will cr | i g i 1
bl Enabile Debug

Davwendoad log hles

Log files can be downloaded from the Download log files link. Alternatively, log files can be found at the following locations

where IBM SGKLM is installed.
e Windows: C:\Program Files\IBM\WebSphere\AppServer\products\sklm\logs

e Linux: /opt/IBM/WebSphere/Liberty/products/sklm/logs
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Utimaco

Topics:

. Utimaco prerequisites

¢ Set up SEKM on Utimaco

«  Set up SEKM on iDRAC

¢ Configure SEKM using the iDRAC GUI

* Get the CSR file signed on Utimaco

. Download the server CA file from Utimaco and upload to iDRAC
«  View iDRAC key ID on Utimaco

Utimaco prerequisites

Before you set up iDRAC SEKM support, you must fulfill the following prerequisites:
PowerEdge Server prerequisites:

iDRAC SEKM license installed

iDRAC Data Center or Enterprise license

iDRAC updated to the firmware version that supports SEKM

Supported storage devices updated to a firmware version that supports SEKM

Key Management Server (KMS) prerequisites:

e Set up a valid CA to sign the iDRAC CSR
e A user account that represents the iDRAC on the KMS
e Authentication settings on the KMIP Service of the KMS

Set up SEKM on Utimaco

This section describes the Utimaco features that are supported by iDRAC.

SSL certificate

When creating an SSL certificate request, you must include the IP address of the KMS in the Subject Alternative Name field.

The IP address must be entered in the format that is indicated in the sample screenshot here:
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Create Certificate

Certificate Name: |ESKMServerCert

Common Name: |ESKM

Organization Name: |Organization

Organizational Unit Name: |Information Security

Locality Name: |Campbell

State or Province Name: |CA
CountryName: [US |
Email Address: |infosec@organization.com |
Subject Alternative Name: [ IP:XXX XXX XXX XXX |
Algorithm: |RSA-2048 v

() Certificate Request - to be signed by external CA
(@ Certificate Signed by Local CA

Local CA: | ESKMCA (maximum 3598 days) v |

Creation Type:

Certificate Purpose: | Server v

=3

Figure 45. Create Certificate

Users and groups

It is recommended that you create a separate user account for each iDRAC on the KMS. This enables you to protect the keys
that are created by one iDRAC from being accessed by another. If the keys must be shared between iDRACS, it is recommended
to create a group and add all iDRAC usernames that must share keys to that group.

Authentication

The authentication options that are supported by the Utimaco KMS are shown in this sample screenshot:
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KMIP Server Configuration

KMIP Server Settings

IP: 100.65.89.6
Port: 5696
Server Certificate: KMIPServerCertificate
Local CA Certificate for Certify/Re-certify: KMIPCertificateAuthority

Connection Timeout (sec): 360

Default number of items returned in Locate: 100

Maximum number of items returned in Locate: 1000

KMIP Server Authentication Settings

Client Certificate Authentication: enable
Trusted CA List Profile: Default

Figure 46. KMIP Server Configuration settings

Password authentication

It is recommended that you set this setting to "Required (most secure)." When set to this option, the password for the user
account that represents the iDRAC on the KMS must be provided to iDRAC, as explained later in Set up SEKM on iDRAC.

Client certificate authentication

It is recommended that you set to the Client Certificate Authentication to "Used for SSL session and username (most secure)...".
When set to this option, the SSL certificates must be set up on iDRAC as explained later in Set up SEKM on iDRAC.

Username field in client certificate

It is recommended to set the username field to one of the iDRAC supported values:

e CN: Common Name
e UID: User ID
e OU: Organizational Unit
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When set to one of these values, the iDRAC username on the KMS must be set up on the iDRAC as explained later in Set up
SEKM on iDRAC.

Require client certificate to contain source |P

It is recommended that you enable this option only if the iIDRAC IP address does not change frequently. If this option is enabled
and the iDRAC IP address changes, the SEKM stops functioning until the SSL certificates are set up again. If this option is
enabled, ensure that the same option is also enabled on iDRAC, as explained later in Set up SEKM on iDRAC.

Set up SEKM on iDRAC

Licensing and firmware update

SEKM is a licensed feature with the iDRAC Enterprise license as a pre-requisite. To avoid an additional iDRAC firmware update,
it is recommended that the SEKM license be installed first, and then the iDRAC firmware be updated to a version that supports
SEKM. This is because an iDRAC firmware update is always required after the SEKM license is installed, regardless of whether
the existing firmware version supports SEKM or not. The existing interface methods for installing the license and firmware
update can be used for SEKM.

Set up SSL certificate

The SEKM solution mandates two-way authentication between the iDRAC and the KMS. iDRAC authentication requires
generating a CSR on the iDRAC, getting it signed by a CA on the KMS, and uploading the signed certificate to iDRAC. For
KMS authentication, the KMS CA certificate must be uploaded to iDRAC.

Generate iDRAC CSR

While many of the CSR properties are standard and straightforward, here are a few important guidelines to keep in mind:

If the Username Field in Client Certificate option the KMS is enabled, ensure that the iDRAC account username on the KMS
is entered in the correct field (CN, OU, or KMS user ID) that matches the value that is selected in the KMS.

If the Require Client Certificate to Contain Source IP field is enabled on the KMS, enable the "iDRAC IP address in CSR" IP
address during the CSR generation.

Configure SEKM using the iDRAC GUI

Start iDRAC using any supported browser.

Click iDRAC Settings > Services.

Expand the iDRAC Key Management menu and select SEKM for Key Management Service.
Go to SEKM Configuration.

Enter the KMS IP address and iDRAC KMS user ID and password fields if applicable.

S IFNESNNIES
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Configuration Secure Enterprise Key Manager (SEKM) @

KMS (IP Address or FQDN)*

SEKM
Port Number* 5696

Configuration

Redundant KMS Information
Port Number 5696

Redundant KMS 1 (IP
Address or FQDN)

<+ Add Redundant KMS

IDRAC Account on KMS

Setup your iDRAC account on the Key Management Server. Provide
information about this iDRAC's account on the Key Management Server.
Ensure all details match the account details on the Key Management
Server.

User ID

Password

Provide password if Password based
authentication has been enabled on
the Key Managament Sarver.

Step2of5s
Cancel § Back NN

Figure 47. SEKM configuration

(DlNOTE: The user ID and password fields must match the user that you created on Utimaco in the above steps.

6. Click Next.
7. Click Generate CSR.
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Configuration Secure Enterprise Key Manager (SEKM) (2]

SEKM Certificate

Generate and Sign CSR by the Key Management Server
Certifying Authority

SEKM Certificate

STEP 1 Generate a Certificate Signing Request (CSR)

Generate CSR Download CSR

STEP 2 Log into the Key Management Server, upload the
CSR and get the CSR signed from the Key
Management Server Certifying Authority(CA).

STEP 3 Return to this Configuration screen and upload the
signed CSR.

Upload Signed CSR  [KiJ

-=-||.I

Step 30f 5 T

Figure 48. SEKM certificate

@lNOTE: The Download CSR option is available after generating a CSR.

8. Enter the certificate information in the Generated Certificate Signing Requests (CSR) dialog box.
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CSR from being uploaded to iDRAC
Common Name (CN)*

Country Code (CC)

Locality (L)*

Organization Name (0)*
Organization Unit (OU)*

State*

Email

Subject Alternative Names

KMS User ID

f usarnarme authentication for the SSL
certificate is enabled on the Key Management
Server using the User ID(UID) fielg, select this
option.

iDRAC IP Address in CSR

Generate Certificate Signing Request (CSR)

idrac-HC02502
United States
Round Rock
Dell

ISG

Texas

Include
idrac-HC02502

Include

Instructions: Generate a CSR that can then be signed by the Key Management Server
Certifying Authority. If you have already generated a CSR, this step is not required.

Generating a new CSR prevents certificates that are created with the previously generated

Figure 49. Generate CSR

@lNOTE: It is recommended to include both user ID and iDRAC IP address options in the CSR field.

9. Click Generate to generate the CSR file.
10. Save it to your system.

Get the CSR file signed on Utimaco

————— BEGIN CERTIFICATE REQUEST-----

MIIC/jCCAeYCAQAWQgY8xCzAJBgNVBAYTAIVTMQ4wDAYDVQQIDAVUZXhhczETMBEG
AlUEBwWwKUmM91bmQgUm9jazERMA8GAIUECgwIRGVsbCBFTUMXDTALBgNVBASMBFR1

46 Utimaco




1.

c30xGTAXBgNVBAMMEGlkcmFjdXN1ckcxR1dAIUTIxHjAcBgkghkiGOwOBCQEWD3R1
c3R1ckBkZWxsLmNvbTCCASIwDQYJKoZIhvcNAQEBBQADggEPADCCAQOoCggEBAKN ]
TmgS3hzKz5rw9GuhbpEe5hnSR7jgI+MSmUgi45UtnXXGkU6a81KXKKE/cRIX9TOL
JcBrdteg5bkIF2dtXnAX6Eg+M18aVuzO0EbRFeD1I70mgwjgMgmRhidnINI6Ya+1WV
1/0yLyed711SKnu4UpUGFljcpYubDSpT11ZZ5bw3LotBklrbLglHpY1lc9kGgnjae
LPXSghw/kIc+EockUaN4kuWAVPXmr3xB5ptGugkKneP9Z2Y0boX4LLOCHMFACpOz
76vgTYAVNn730yinMW8p5hchyOThgWbXzocYPeX01k7c4zmb3/aNjXSTSG1i/KR4Zg
S5VWAVJI+m2 ILLNyKC+9MCAWEAAaAPMCcGCSgGSIb3DQEJDJEaMBgwCQYDVROTBAIwW
ADALBgNVHQ8EBAMCBeAwWDQYJKoZIhvcNAQELBQADggEBADS8K6LEDO+uNioiBL7Na
V3t5LGma/I3sPY14baDdOngNQ87NxOvv/germZPiWn020c/zZ1fkpvxw+bYY1dH3+
ewedZntba5fkvkKxIPcCRKx0O/fUadtM928+pKImIF7840sVaJiyAXFhcaB33Sdtc4
Kt3m2JQUuv+eKDxG+xvugSiwuEftZ2FJZsHUeUcl6aHlcTuBhpm5XiP/IUmvgF1A
EplLYXOuwLS7B16UomeRVtP1G2LwksFzaHVFDwGmMzQY/AB216UP1CzpXxF02yA3y
kjw+SxEOs6JnYpT9yxJSCj2RmddB56ZYUUGD02DL7iALsbkQtfovLpjo9pPBD21p
36A=

Click Security > Local CAs.

2. Click Sign Request.

Utimaco
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4 Enterprise Secure Key Manager

Home Security Device

Security / Local CAs
b Keys . .
: Certificate and CA Configuration

+ KMIP Objects

+ Authorization Policies

Local Certificate Authority List

b Local Users & Groups

CA Name CA Information
b LDAP - Common: ESKMLocalCA
(®) ESKMCA2 Issuer. Organization

Certificates & CAs s Jul 211:22:24 2032 GMT

¢ Certificates | I |

+ Trusted CA Lists

m Create Local Certificate Authority
+ Known CAs

Certificate Authority Name: ‘ ESKMCA

Advanced Security

v HighGaity Common Name: ‘ESKMLocaICA

*+ SSH Options Organizational Unit Name: ‘Information Security

+ FIPS Status Server
Locality Name: ‘ Campbell

b SSLOptions Organization Name: ‘Organization I

State or Province Name: ‘ CA

Country Name:

Email Address: ‘ infosec@organization.com |

Algorithm: | RSA-2048 v

( §:l Self-signed Root CA

CA Certificate Duration (days): 3650 ‘

Maximum User Certificate Duration (days): I 3650 ‘

Certificate Authority Type:

() Intermediate CA Request

 Create |

Figure 50. Sign request

3. Select Client as the purpose of generating the certificate. Paste the complete CSR content in the Certificate Request
box.

4. Click Sign Request.
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Home Security

Keys & KMIP Objects
b Keys
+ KMIP Objects

+ Authorization Policies

4 Enterprise Secure Key Manager

Users & Groups
b Local Users & Groups

b LDAP

Certificates & CAs

+ Certificates
¢ Trusted CA Lists
*+ Local CAs

+ Known CAs

Advanced Security
+ High Security
) SSL Options
+ SSH Options

+ FIPS Status Server

Device

Security / Local CAs

Certificate and CA Configuration

Sign Certificate Request

Sign with Certificate Authority: |7ESKMCA2 (maximum 3613 days) , |

N
) Server

Certificate Purpose: | (@) Client

() Serverand Client

\

Certificate Duration (days): |3613 ‘

Certificate Request:
‘ SVWAVI+m2ILLNYKC+YMCAWEARaAPpMCcGCSgGSIb3DQEJD]EaMBgwCQYDVROTBATIwW

ADALBgNVHQS8EBAMCBeAWDQYJK0oZ IThvcNAQELBQADggEBADSK6LEDO+uNioiBL7Na
V3t5LGma/I3sPY14baDdOngNQ8 7NxOvv/qermZPiWn020c/Z1fkpviw+bYY1dH3+
ewedZntba5fkvKxIPCcCRKx0/ fUadtM9284+pK1ImIF7840sVadJiyAXFhcaB338dtcd
Kt3m2JQUuv+gKDxG+xvugSiwuEftZ22FJZsHUeUcl 6aHlcTuBhpm5XiP/IUmvgF1A
EplLYX9uwLS7Bl6UomeRVtP1G2LwksFzaHVEDwGMzQY/AB216UP1CzpXxF02yA3y
| Kiwt+SXEOs6JnYpT9yxJISC] 2RmddB56Z2YUUGDO2DL7iALsbkQtfovLpjoSpPBD21p

36A= v

Figure 51. Sign certificate request with Client purpose

5. After the request is signed, click Download to save the signed CSR file to your system.

6. To upload the file that is signed on Gemalto or Utimaco, access the iDRAC GUI, go to the SEKM Certificate page, and click
Upload Signed CSR. A message is displayed to indicate the successful upload.

@lNOTE: You must upload this signed certificate as the KMIP client certificate for your assigned user on Utimaco.

Download the server CA file from Utimaco and upload

to iDRAC

1. On the Utimaco GUI, click Security Tab > Local CAs. Select the server CA that you are using and click Download. The file
is saved to your local system.
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4 Enterprise Secure Key Manager

Home Security

Keys & KMIP Objects

b Keys
+ KMIP Objects

+ Authorization Policies

Users & Groups

» Local Users & Groups

» LDAP

Certificates & CAs

+ Certificates

+ Trusted CA Lists

Device

Security / Local CAs

Certificate and CA Configuration

Local Certificate Authority List

CA Name

CA Information

)

(@ Eskmca2

Common: ESKMLocalCA
Issuer. Organization
Expires: Jul 2 11:22:24 2032 GMT

o=

Figure 52. Download local CA

2. Go to the KMS CA Certificate section and click Upload KMS CA Certificate.

Commaon
Mame (CN)

Country
Code (CC)

Locality (L)

Organization
hame (C)

State

Valid Te

Configuration Secure Enterprise Key Manager (SEKM)
Common KeySecure
Marme (CN) Foot CA
Country
s us
Code {CC)
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Figure 53. Upload KMS CA certificate

A message is displayed to

indicate that the upload was successful.

3. Click Finish to go to the Job Queue page and ensure that the job ID is marked "Completed."
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4

Job Queue

D VvV

RID_919130367938

RID_S19007247652

RID_819000641413

JID_825070986474

Job

Reboot: Power cycle
Reboot: Power cycle
Reboot: Power cycle

SEKM Status Change

Status

Reboot Completed (100%)
Reboot Completed (100%)
Reboot Completed (100%)

Completed (100%)

Figure 54. Job Queue

The iDRAC SEKM configuration with Utimaco is complete.

View iDRAC key ID on Utimaco

1. Log in to the Utimaco GUI.
2. Click Security > KMIP Objects.

4 Enterprise Secure Key Manager

Device

Security / KMIP Objects

KMIP Object Configuration

KMIP Objects

utimaco’

very 1A KMIP Keys] | [
tems per page:[ 10, | —I

A UUID

Object Name Owner

Object Type State Creation Date.

@ 32d76a3c-a075-4073-8dc3-bec7ch35fd67

I 0 |

idrac-F2QQ643

SymmetricKey Active 2022-07-2001:16:23
1-10f1

Figure 55. KMIP object configuration
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Fortanix Data Security Manager

Topics:

. Fortanix prerequisites

¢ Set up SEKM on Fortanix

«  Set up SEKM on iDRAC

*«  Configure SEKM using the iDRAC Ul

* Get the CSR file signed

¢« Download the CA and upload it to iDRAC

Fortanix prerequisites

The following sections describe the Fortanix features that are supported by iDRAC. For information about deployment and all
other features, see the Fortanix guide.

@ NOTE: Fortanix DSM is deployed with a server certificate that is signed by an internal Certificate Authority. The server
certificate must contain the IP address of the KMS in the Subject Alternative Name (SAN) field.

Set up SEKM on Fortanix

Fortanix DSM supports KMIP client authentication using the Apps feature.

1. On the Fortanix DSM user interface, log in and go to the Apps tab on Fortanix DSM.

2. Click Create New App.

3. Enter an App Name, select KMIP Interface, and select APl Key for Authentication Method.
4. Assign the app to a group and click Save.

Once the app is created, select the detailed view of the app and note the app's UUID and password.

NOTE: If you select Client Certificate as the Authentication Method, then the KMS username and password fields on
iDRAC are optional.

The UUID and password values on Fortanix are the KMS username and password credentials on iDRAC.

@l NOTE: When generating the iDRAC CSR, the UUID must match the Common Name (CN) field.

Set up SEKM on iDRAC

Licensing and firmware update

SEKM is a licensed feature that requires the iDRAC Enterprise license as a pre-requisite. To avoid an additional iDRAC firmware
update, install the SEKM license first, and then update the iDRAC firmware to a version that supports SEKM. This is necessary
because an iDRAC firmware update is always required after the SEKM license is installed, regardless of whether the existing
firmware version supports SEKM. You can use the existing interface methods for installing the license and firmware updates for
SEKM.

52 Fortanix Data Security Manager



Set up SSL certificate

The SEKM solution mandates two-way authentication between the iDRAC and the KMS. For iDRAC authentication, you must
generate a CSR on the iDRAC, get it signed by a trusted CA on the KMS, and upload the signed certificate to iDRAC. For KMS
authentication, you must upload the KMS CA certificate to the iDRAC.

Configure SEKM using the iDRAC Ul

S IFNESNNIES

6.
7.

Start iDRAC using any supported browser.
Click iDRAC Settings > Services.

Expand the iDRAC Key MAnagement menu and select SEKM for Key Management Service.

Go to SEKM Configuration.

Enter the KMS IP address and iDRAC KMS user ID and password fields if applicable.

SEKM Configuration

Figure 56. SEKM configuration

KMS Information

Set-up upstream communications with the Key Management Server.
MS (IP Address or FQDN)*

Port Number* 5696

Redundant KMS Information

Port Number 5696

Redundant KMS 1 (IP Address or FQDN)

= Add Redundant KMS

iDRAC Account on KMS

Setup your iDRAC account on the Key Management Server. Provide information a
Ensure all details match the account details on the Key Management Server.

User ID

Password

Provide password if Password based authentication has
been enabled on the Key Management Server.

@l NOTE: The user ID and password fields must match the Fortanix-generated UUID and password if applicable.

Click Next.
Click Generate CSR.
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Configuration Secure Enterprise Key Manager (SEKM) 2]

SEKM Certificate

Generate and Sign CSR by the Key Management Server
Certifying Authority

SEKM Certificate

STEP 1 Generate a Certificate Signing Request (CSR)
Generate CSR Download CSR
STEP 2 Log into the Key Management Server, upload the

CSR and get the CSR signed from the Key
Management Server Certifying Authority(CA)

[#2]
~
=
)
[ ]

Return to this Configuration screen and upload the

signed CSR

Upload Signed CSR K1

Step3ofb i

Figure 57. SEKM certificate

@lNOTE: The Download CSR option is available after generating a CSR.

8. In the Generate Certificate Signing Requests (CSR) dialog box, enter the client certificate information.
9. Click Generate. The CSR file generates.
10. Save the file to your system.

Get the CSR file signed

Using OpenSSL, get the CSR signed by Fortanix’s internal Certificate Authority.

Download the CA and upload it to iDRAC

1. Click the padlock icon in your web browser to view and export the Certificate Authority file from Fortanix.
2. Upload the same certificate to iDRAC as the KMS server CA.
3. Go to Text Network Connection and verify that the connection is successful.
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Configuration Secure Enterprise Key Manager (SEKM)

Test Network Connection
Perform a test on the network connection for the configured SEKM settings

Test Network Connection

Step50f5

Figure 58. Test network connection

Test Network Connection

=103

4. Click Finish to go to the Job Queue page and ensure that the job ID is marked "Complete."

Job Queue

DV

O

O RID_S19130367938
O RID_S19007247652
(|

+ + +

RID_919000641413
4+ O JID_925070986474

Figure 59. Job queue

Job

Reboot: Power cycle
Reboot: Power cycle
Reboot: Power cycle

SEKM Status Change

iDRAC SEKM configuration with SEKM is now complete.

Status

Reboot Completed (100%)
Reboot Completed (100%)
Reboot Completed (100%)

Completed (100%)

Fortanix Data Security Manager 55



Entrust KeyControl

Topics:

. Entrust KeyControl prerequisites

¢ Set up SEKM on Entrust

« Set up SEKM on iDRAC

¢ Configure SEKM using the iDRAC GUI
* Get the CSR file signed

¢« Download the CA and upload to iDRAC

Entrust KeyControl prerequisites

The following sections describe the Entrust KeyControl features that are supported by iDRAC. For information about
deployment and all other features, see the Entrust KeyControl guide.

Set up SEKM on Entrust

1. Log in to Vault Management and click Create Management.
2. Select KMIP for vault type, then provide a name for the vault.
3. Once your vault is created, you are prompted with a URL to your newly created vault along with the admin credentials.

@lNOTE: You will be prompted to change the password after the first login.

Set up SEKM on iDRAC

Licensing and firmware update

SEKM is a licensed feature that requires the iDRAC Enterprise license as a prerequisite. To avoid an additional iDRAC firmware
update, install the SEKM license first, then update the iDRAC firmware to a version that supports SEKM. This is necessary
because an iDRAC firmware update is always required after the SEKM license is installed, regardless of whether the existing
firmware version supports SEKM. You can use the existing interface methods for installing the license and firmware updates for
SEKM.

Set up SSL certificate

The SEKM solution mandates two-way authentication between the iDRAC and the KMS. For iDRAC authentication, you must
generate a CSR on the iDRAC, get it signed by a trusted CA on the KMS, and upload the signed certificate to iDRAC. For KMS
authentication, you must upload the KMS CA certificate to the iDRAC.

Configure SEKM using the iDRAC GUI

Start iDRAC using any supported browser.

Click iDRAC Settings > Services.

Expand the iDRAC Key Management menu and select SEKM for Key Management Service.
Go to SEKM Configuration.

Enter the KMS IP address.

CIFSESENIES
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S Information

Set-up upstream communications with the Key Management Server,
KMS (1P Address or FQDN)*

Port Number* 5696
Redundant KMS Information

Port Number 5696

Redundant KMS 1 (IP Address or FQDN)

+ Add Redundant KMS

iDRAC Account on KMS
Setup your iDRAC account on the Key Management Server. Provide information al
Ensure all detads match the account details on the Key Management Server.

UserID

Password
Prowvide password f Password based authentcanon has

basn enabled on the Key Managems

Figure 60. KMS information

(DlNOTE: Entrust KeyControl does not support KMS User ID and Password fields on iDRAC.

6. Click Next.
7. Click Generate CSR.
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Configuration Secure Enterprise Key Manager (SEKM) 7]

SEKM Certificate

Generate and Sign CSR by the Key Management Server
Certifying Authority

SEKM Certificate

STEP 1 Generate a Certificate Signing Request (CSR)
Generate CSR Download CSR
STEP 2 Log into the Key Management Server, upload the

CSR and get the CSR signed from the Key
Management Server Certifying Authority(CA)

[#2]
~
=
)
[ ]

Return to this Configuration screen and upload the
signed CSR

Upload Signed CSR K1

Step3ofb -

Figure 61. SEKM Certificate

@lNOTE: The Download CSR option is available after generating a CSR.

8. In the Generate Certificate Signing Requests (CSR) dialog box, enter the client certificate information,
9. Click Generate. The CSR file generates.
10. Save the file to your system.

Get the CSR file signed

1. Log into your newly created vault on Entrust, then select Security > Client Certificates.
2. Click the plus icon to upload a CSR from iDRAC.

oo | o

Figure 62. Plus icon

58 Entrust KeyControl



3. The client certificate will be signed by Entrust’s internal Certificate Authority and is available for download after creating the

certificate.

4. Download the certificate, which is a zip file containing the signed client certificate and the certificate authority.

5. Upload the signed client certificate to iDRAC.

Download the CA and upload to iDRAC

1. Upload the certificate authority from the previous step as the KMS server CA.
2. Go to Test Network Connection and verify that the connection is successful.

Configuration Secure Enterprise Key Manager (SEKM)

Test Network Connection
Perform a test on the network connection for the configured SEKM settings

Test Network Connection

Figure 63. Test Network Connection

Test Network Connection

3. Click Finish to go to the Job Queue page and ensure that the job ID is marked "Complete."

Job Queue

ID v
RID_919130367938

RID_919007247652

+ + +
LEN ) pLiN L]

RID_G19000641413
4+ 0O JiD_825070986474

Figure 64. Job Queue

Job
Reboaot: Power cycle
Reboot: Power cycle

Reboaot: Power cycle

SEKM Status Change

Status
Reboot Completed (100%)
Reboot Completed (100%

Reboot Completed (100%)

Entrust KeyControl
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4. The iDRAC SEKM configuration with Entrust KeyControl is now complete.
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Configure SEKM on iDRAC

The sections above demonstrate how to configure SEKM on iDRAC using the Ul. This section shows how to configure SEKM
using Redfish, RACADM, and Server Configuration Profile (SCP).

Topics:

*  Configure SEKM using Redfish
e Configure SEKM using RACADM
¢« Configure SEKM using Server Configuration Profile

Configure SEKM using Redfish

For more information about Redfish calls, see the Redfish guide.

Set SEKM certificate attributes

Command: PATCH

URI: /redfish/vl1/Managers/iDRAC.Embedded.1/0Oem/Dell/DellAttributes/
iDRAC.Embedded. 1

Header: content-type application/json

Auth: Basic

Body: {"Attributes": {"SEKMCert.l.CommonName": "idrac-PTC8502"}}

@ NOTE: The following fields are required when generating a CSR: SEKMCert.1.CommonName,
SEKMCert.1l.CountryCode, SEKMCert.l.LocalityName, SEKMCert.l.OrganizationName,
SEKMCert.l.0rganizationUnit, SEKMCert.l.StateName

@ NOTE: The following fields are optional when generating a CSR: SEKMCert.1.SubjectAltName,
SEKMCert.1.UserId

Generate a CSR

Command: POST

URI: /redfish/v1/Managers/iDRAC.Embedded.1/0Oem/Dell/DelliDRACCardService/
Actions/DelliDRACCardService.GenerateSEKMCSR

Header: content-type application/json

Auth: Basic

Body: {}

Take the CSR and get it signed by the Certificate Authority on your supported Key Management Server.

Upload SEKM certificates to iDRAC

Command: POST
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URI: /redfish/v1/Managers/iDRAC.Embedded.1/0Oem/Dell/DelliDRACCardService/
Actions/DelliDRACCardService.ImportCertificate

Header: content-type application/json

Auth: Basic

Body for KMS server {"CertificateType": "KMS SERVER CA", "CertificateFile":
certificate: "certificate authority.pem"}

Body for signed {"CertificateType": "SEKM SSL CERT", "CertificateFile":
SEKM SSL "signed certificate.pem"}

certificate:

Set KMS attributes

Command: PATCH

URI: /redfish/v1/Managers/iDRAC.Embedded.1/0Oem/Dell/DellAttributes/
iDRAC.Embedded.1

Header: content-type application/json

Auth: Basic

Body: {"Attributes": {"KMS.l.PrimaryServerAddress": "192.168.0.120",
"KMS.1.iDRACUserName": "idrac-PTC8502", "KMS.1l.iDRACPassword":

"P@sswOrd"}}

Set SEKM attributes

Command: PATCH

URI: /redfish/v1/Managers/iDRAC.Embedded.1/0Oem/Dell/DellAttributes/
iDRAC.Embedded. 1

Header: content-type application/json

Auth: Basic

Body: {"Attributes": {"SEKM.l.AutoSecure": "Enabled",
"SEKM.1.IPAddressInCertificate": "Enabled", "SEKM.1l.KMSKeyPurgePolicy":
"Keep All Keys", "SEKM.l.KeyCachingPolicy": "No Caching"}}

Enable SEKM

Command: POST

URI: /redfish/v1/Managers/iDRAC.Embedded.1/0Oem/Dell/DelliDRACCardService/
Actions/DelliDRACCardService.EnableSEKM

Header: content-type application/Jjson

Auth: Basic

Body: {}

@ NOTE: In the Headers output, the Location property returns a job ID URI. Run GET on this URI to monitor the job status
until it is marked "Completed."

Verify SEKM status

Command: GET
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URI: /redfish/v1/Managers/iDRAC.Embedded.1/0Oem/Dell/DellAttributes/
iDRAC.Embedded.1?$select=Attributes/SEKM.1.SEKMStatus

Auth: Basic

Expected attribute {SEKM.1.SEKMStatus": "Enabled"}
if SEKM is enabled:

Expected attribute {SEKM.1.SEKMStatus": "Disabled"}

if SEKM is disabled:

Disable SEKM

Command: POST

URI: /redfish/v1/Managers/iDRAC.Embedded.1/0Oem/Dell/DelliDRACCardService/
Actions/DelliDRACCardService.DisableSEKM

Header: content-type application/json

Auth: Basic

Body: {}

@ NOTE: In the Headers output, the Location property returns a job ID URI. Run GET on the URI to monitor the job status

until it is marked "Complete."

FIPS compliance descriptor

Command: GET

URI: /redfish/v1/Systems/System.Embedded.l/Storage/CPU.1/Drives/
Disk.Bay.l4:Enclosure.Internal.0-2

Auth: Basic

Body:

{“Oem”: {
“Dell”: {

“FIPSl40ComplianceDescriptor”: {
“ComplianceDescriptorType”: “FIPS140”,
“ComplianceDescriptorVersion”: “2.3",
“ComplianceRelatedStandard”: “FIPS140-3”,
“ComplianceOverallSecurityLevel”: “32h”,
“ComplianceHardwareVersion”: “SC10”,
“ComplianceDescriptorModuleName”: “Micron (R) 7400 SSD

Controller Security Subsystem”
}
}
}

®| NOTE: The FIPS compliance descriptor is only available through the Redfish interface.

Configure SEKM using RACADM

For more information about RACADM commands, see the RACADM guide.

Set SEKM certificate attributes

1. Configure iDRAC SEKM certificate attributes. These attributes must be configured before you generate a CSR.
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2. To set each attribute, run the SET command.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn get

[Key=idrac.Embedded.1l#SEKMCert.1]
#CertificateStatus=NOT PENDING
CommonName=

CountryCode=

EmailAddress=

LocalityName=
OrganizationName=
OrganizationUnit=

StateName=

SubjectAltName=

UserId=

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn
idrac.sekmcert.CommonName idrac-PTC8502
[Key=idrac.Embedded.l1#SEKMCert.1]

Object value modified successfully

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn
idrac.sekmcert.CountryCode US
[Key=idrac.Embedded.l1#SEKMCert.1]

Object value modified successfully

set

set

C:\>racadm -r 192.168.0.120-u root -p P@sswOrd --nocertwarn set

idrac.sekmcert.EmailAddress tester@dell.com
[Key=idrac.Embedded.l#SEKMCert.1]
Object value modified successfully

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn
idrac.sekmcert.LocalityName "Round Rock"
[Key=idrac.Embedded.l#SEKMCert.1]

Object value modified successfully

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn
idrac.sekmcert.OrganizationName "Dell"
[Key=idrac.Embedded.1l#SEKMCert.1]

Object value modified successfully

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn
idrac.sekmcert.OrganizationUnit "ISG"
[Key=idrac.Embedded.l1#SEKMCert.1]

Object value modified successfully

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn
idrac.sekmcert.StateName Texas
[Key=idrac.Embedded.l#SEKMCert.1]

Object value modified successfully

Generate a CSR

set

set

set

set

idrac.sekmcert

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn sslcsrgen -g -t 3 -f

sekm csr
CSR generated and downloaded from RAC successfully

1. Get the CSR contents signed by a trusted CA on the Key Management Server.
2. Download the signed file, then upload it back to iDRAC.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn sslcertupload -t 6

signed sekm ssl cert.pem

Certificate successfully uploaded to the RAC.
3. Upload the server CA file to the iDRAC.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn sslcertupload -t 7

sServer ca new.pem

Certificate successfully uploaded to the RAC.
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4. Configure Key Management Server settings on iDRAC.

@ NOTE: Ensure you have a user on the Key Management Server (KMS) you are using for key exchange with the iDRAC.
For the username, ensure that it matches the same value in the CSR certificate property you selected for the KMIP
username field in the client certificate authentication settings.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn get idrac.kms
[Key=idrac.Embedded.l1#KMS.1]

! 'iDRACPassword=*****xx** (Write-Only)
1iDRACUserName=

KMIPPortNumber=5696
PrimaryServerAddress=
RedundantKMIPPortNumber=5696
RedundantServerAddressl=
RedundantServerAddress2=
RedundantServerAddress3=
RedundantServerAddressid=
RedundantServerAddressb5=
RedundantServerAddresso6=
RedundantServerAddress/=
RedundantServerAddress8=

Timeout=10

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn set
idrac.kms.iDRACUserName idrac-PTC8502
[Key=idrac.Embedded.l#KMS.1]

Object value modified successfully

C:\>racadm -r 192.168.0.120-u root -p P@sswOrd --nocertwarn set
idrac.kms.iDRACPassword Delll23!

[Key=idrac.Embedded.l#KMS.1]

Object value modified successfully

Enable SEKM

Run the following command to enable SEKM:

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn sekm enable
SEKM0212: The operation is successfully started.

e To view the status of a job, run the racadm jobqueue view -i JID 348909866879 command at the Command Line
Interface (CLI).

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue view -i
JID 348909866879

[Job ID=JID 348909866879]

Job Name=SEKM Status Change

Status=Completed

Scheduled Start Time=[Not Applicable]

Expiration Time=[Not Applicable]

Actual Start Time=[Not Applicable]

Actual Completion Time=[Not Applicable]

Message=[SEKM020: The SEKM feature on the iDRAC enables.]
Percent Complete=[100]

Verify SEKM status

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn get idrac.sekm
[Key=idrac.Embedded.1#SEKM.1]

AutoSecure=Enabled

#iLKMStatus=Disabled

IPAddressInCertificate=Disabled

KeyAlgorithm=AES-256
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#KeyCreationPolicy=Key per iDRAC

#KeyIdentifierN= e401a33ela7e477391326baaadbafb27d484eabf68e646ffbd69c4b95246a00c
#KeyIdentifierNMinusOne=

KMSKeyPurgePolicy=Keep All Keys

#SecurityMode=None

#SEKMStatus=Enabled

#SupportStatus=Installed

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd
[Key=idrac.Embedded.l#SEKMServices.1]
#BOSSStatus=Ready

#HBAStatus=Not Supported

#NVMeStatus=Ready

#OverallStatus=Ready

#PERCStatus=Ready

#VOSSStatus=Ready

--nocertwarn get idrac.sekmservices

@ NOTE: HBA12 is based on PERC and is tracked under PERCStatus. HBA 355i is only supported on VxRAIL platforms. The
command above was run against a PowerEdge platform.

Disable SEKM

Run the following command to disable SEKM:

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn sekm disable

SEKMO0213: The SEKM disable operation is successful.

Configure SEKM using Server Configuration Profile

For more information about Server Configuration Profile (SCP), see the SCP Reference Guide.

Enable SEKM

For the signed SSL certificate, a CSR must be generated and signed on the KMS, then downloaded. The Server CA must also be
downloaded from the KMS. In the SCP, copy the contents of the signed SSL certificate and Server CA as shown in the example
SCP file below. This SCP file has been edited to show only the SEKM configuration changes required to enable SEKM on iDRAC:

<SystemConfiguration Model="PowerEdge R750"

03:55:37 2021">
<Component FQDD="iDRAC

ServiceTag="JHK6TYG" TimeStamp="Fri Oct 22

.Embedded.1">

<Attribute Name="SEKM.l#IPAddressInCertificate">Disabled</Attribute>
<Attribute Name="SEKM.1l#SEKMStatus">Enabled</Attribute>
<Attribute Name="SEKM.l#KeyAlgorithm">AES-256</Attribute>
<Attribute Name="SEKM.l#Rekey">False</Attribute>
<Attribute Name="SEKM.l#KMSKeyPurgePolicy">Keep All Keys</Attribute>
<Attribute Name="SEKM.l#AutoSecure">Disabled</Attribute>
<Attribute Name="KMS.l#PrimaryServerAddress">192.168.0.130</Attribute>
<Attribute Name="KMS.l#KMIPPortNumber">5696</Attribute>
<Attribute Name="KMS.l#RedundantServerAddressl"/>
<Attribute Name="KMS.l#RedundantServerAddress2"/>
<Attribute Name="KMS.l#RedundantServerAddress3"/>
<Attribute Name="KMS.1l#RedundantServerAddress4d"/>
<Attribute Name="KMS.l#RedundantServerAddress5"/>
<Attribute Name="KMS.l#RedundantServerAddress6"/>
<Attribute Name="KMS.l#RedundantServerAddress7"/>
<Attribute Name="KMS.1l#RedundantServerAddress8"/>
<Attribute Name="KMS.l#Timeout">10</Attribute>
<Attribute Name="KMS.1#iDRACUserName">idrac-PTC1234</Attribute>
<Attribute Name="KMS.l#iDRACPassword">Password</Attribute>
<Attribute Name="KMS.l#RedundantKMIPPortNumber">5696</Attribute>
<Attribute Name="SEKMCert.l#CommonName">idrac-PTCl234</Attribute>
<Attribute Name="SEKMCert.l#OrganizationName">Dell</Attribute>
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1.

<Attribute Name="SEKMCert.l#OrganizationUnit">ISG</Attribute>

<Attribute Name="SEKMCert.l#LocalityName">Round Rock</Attribute>

<Attribute Name="SEKMCert.l#StateName">Texas</Attribute>
<Attribute Name="SEKMCert.l#CountryCode">US</Attribute>

<Attribute Name="SEKMCert.l#EmailAddress">tester@dell.com</Attribute>

<Attribute Name="SEKMCert.l#SubjectAltName"/>
<Attribute Name="SEKMCert.l#UserId"/>

<Attribute Name="SecurityCertificate.l#CertData">----- BEGIN CERTIFICATE

MIIFgTCCA2mgAwWIBAGIQbL1BjtEWBL3fNQCM]T47TDANBgkghkiGOwOBAQsFADBa
MQswCQYDVQQGEwJVUzZELMAKGAL1UECBMCTUQxXxEDAOBgNVBACTBOJ1bGNhbXAXEDAO
BgNVBAOTBOd1bWFsdG8xGjAYBgNVBAMTEUt1eVN1Y3VyZSBSb290IENBMB4XDT Ix
MDYyMzEOMDUON1oXDTMxMDYyMTEOMDUON1owW]jELMAKGA1IUEBhMCVVMxCzAJBgNV
BAgTAkKk1EMRAWDgYDVQQOHEWACZWxjYW1wMRAWDgYDVQOKEWAHZW1 hbHRVMROWGAYD
VQODEXFLZX1TZWN1cmUgUm9vdCBDQTCCAL IwDQYJKoZIhveNAQEBBQADGgIPADCC
AgoCggIBANbjXWXrloVYosJiwxpSz2 fCXGLWQQfUIFCEwWUPFw+R8fA0291So6tHa
sSQ3Tx+QMZ1FEa9DaZbhcuOyQsoIUoGlV+0oBpZSvx1+QTVcO6PRM8Tv3RD75xI36Y
KDQXxJoABB4141aHM9pyAmkI1ldnHs 7wQhHBrb7PBW8012+Qzk3CDAyaadt/s332/
K1DQs18JTBHceMnNEdXkGOrVcYmpjZXvrhjYHSvvVoGZWCtzuKvszL6NOK] 7rulT
ug2WSSBRjiwPSysJINtubcGNravOm4FCgSNZi0v1lbgKFTBgO0lXgamhScjyIHGkrFm
a071v1OmDtjih7c69gt0QG+yyCKPkNrxh5CVEU7yoJDWalak7TJaiYczH2cvMDY2
3r9uFWdfeMOE4EQS5KkM5KvLXzygM8FxzZE3XkrekFw+6kOZuZmfOFoptQYATOaQpK
XGrTWG)1lcAlnoQDgING]jZFD70y/mf01JkS/UWtdX0yZysw/iNDzgmh7ELy9dsR2s
PkXyM1AOVW/ydlFRcY+s32kMgRXIFKgy8vuyPMLhIi/tMGNpvJ4N6vnjzHfDpsWK
d5n/T7tDMAL/z1lmUSvwht sHkMnXyCPpAR/uVW5DMwbf9d6TCIs7ofIFpsSptkw53
UDL7ThX9k1gO0WV5FbGB1Y10fNMeX6LIwJ+v3A1VVNEN1iYxCUTA/AgMBAAG])QzBB
MA4GA1UdDWEB/wWQEAWIBBjAPBgNVHRMBAf8ERBTADAQH/MB4GAIUJEQQXMBWRBE3N1
CHBvVCNnRAZ2VtYWx0by5jb20wDQYJKoZIhvecNAQELBQADggIBANFZGYyBgQ6u26G/C
P2vhIr5i3UrlOyLFC+erX21GU68GF1loHF26ZKBej3kAkFi6naThR3vjOlj2crM6+
PZ1lyW/JTpmBal0aVfyfV1KytOmkXXM2 7bPheeBInDPOFfgJROG7xiMfMKRADWMJ+B
1yYX+rHO8xc72e7FUnF72dUN1AK+2sLvaFSAWYWQ /AT 2Dm5gXxRqw3YPtToax3ml
c+O3Wb5jJCW01s+7w+E74CPRCiFISRsP23gDJV3xGbMF7pTwJEDzIQTtrXT5DX0Xa
07yIm9Uyw5QF589%9agesVybH8KsJJZLN+wW75NHUp+OnTuC/gy8viccaYzCCXugqGH
R3aX/k9UBkaOcAIIM6bGHN7Xws JWKsyWHt sSCqJKyGvo9+48kgg0dximWDwUBMBjx
tP01mOMOLcgE3xB72L20tpNZH1U/4w87sLVxXPJyrDRT+ZnlzjFABDGUANEW2di+2
qWlxwoy8TQK/cOKC5/cMQVgQr4PriRTBhnUSWDSEQ/fuiyGmU+L9/LOrjL/S2/8C
RTsQzOmQC+1ADOXHedMFPhsRZcMTZgSWXThERrn46Z2iu0+yvBvhS5rfvNf6JH+LLL
uwpUDmwzRF3rmXgGzeukOou620kQuylK4nnyii3GsCgq/Z20n6Ggz+afcUoCPN39n
6CTqqYiFHUX14pZJdrrXhQ+1l6gdtrd

————— END CERTIFICATE-----</Attribute>

<Attribute Name="SecurityCertificate.l#CertType">KMS SERVER CA</Attribute>

<Attribute Name="SecurityCertificate.2#CertData">----- BEGIN CERTIFICATE

MITIEpTCCA02gAWIBAGIQUOLlUS/yDXsY8uGv+1xAUQDANBgkghkiGOwOBAQsFADBa
MQOswCQYDVQQOGEwWJVUzZELMAkKkGAL1UECBMCTUQxEDAOBgNVBACTBOJ1bGNhbXAXEDAO
BgNVBAOTBOd1bWFsdG8xGjAYBgNVBAMTEUt1eVN1Y3VyZSBSb290IENBMB4XDTIx
MTAYMDE4MDUWM1oXDTIyMTAyMDE4AMDUwMlowgYsxCzAJBgNVBAYTA1VTMQ4wDAYD
VQQIEWVUZXhhczETMBEGA1UEBXMKUmM91bmQgUm9jazERMA8GAIUEChMIRGVsbCBF
TUMxDDAKBgNVBASTAO1TRzZEWMBQGA1UEAXMNaWRyYWMt UFRDODUWMjEeMBwGCSgG
SIb3DQEJAQWPAGVzdGVYyQGR1bGwuY29tMIIBIjANBgkghkiGOwOBAQEFAAOCAQSA
MITIBCgKCAQEA1HX6hIV1ggyOR5aU03MjoS2CkanRC1IFOtWPIW+r87hkrRN9FodCA
UudlWoUlgFoAb6U+wNDmMGHZUF1CkKM162gLdCcoKB3A5SWz5FyDYmDn8qgl 7TKvp3g
THDYCNKCsr4z3eVdQcdwvILzV3Pnv0bNdBNwi0GjC24P70/VhPSjZMFvg6x/3mcn
wj/bec3BrxbxGT24koxpyip24wgJI82gA064R1Z6EfWPG1iZhBMY8h0r3BXG6uVzHG1
2Ue2FoqYBocs9EkUm7RB51a3m0g7B2nVRggc5UCgXeIYBmdzVhdU4XoJ5z11Gtpb
dpLQQZIKrapKBGC2nfrL3RVPAzDOe 6hWnQIDAQABozUwWMZzAOBgNVHQ8BAf8EBAMC
A4gwEWYDVRO1BAWWCgYIKwYBBQUHAWIwWDAYDVROTAQH/BAIWADANBgkghkiG9w0OB
AQSFAAOCAGEAMDS2mfdDIN2POKvD0OcbfhUX8/edAyBDEEe+y1XAplgPiJ/HISWU4
LGUADNVg6oNKGBoXyQKePxP8fcR35xN6MSzThM8tRRR32TFfRelNxmfGB2YeyngY38
az8eFg405+sbYyV/josXfbr27mryuWy4KuDUgtzUrzZnP5waKpS6ZpkggXvA+IhS7
TEtjTHZfWF6PWMy6rdbwOKSVzZUgO0BFTh6bS062gYSFx+jxclaZHE6YCmT+glmPN
K+AjbXid1YeMVaSiXrFIsQt8JN1U+XVt5yyO4AH+50ZQPJ6Y1veTOr9Ieo0Bdn43
Ac4PlazRyTQ7iCAtdYOFK1tDQZwvaodSzUe8/NxzanGnCjhNdR/Sfz7+Fe7f0NFd
gc3KrrD8n2+iuwAXWGdEeFres1JVjLEDGM2UwmcUK3wOUUaaJHmGCyg2WylgWz 01l
DV7L1yQEaBpHIBx1dQFHAPs44S/LtnGUxXTZHPUELVIGcLvQOm/+GPt49m0tnVX40
HmXJInEYdTaKYYvrJCLcec+jTfDp7wJ1lCNspgTlWfaw+pthGr6uHyAdXcBzH3CglV
330zhpRDxvolSYexvgLbHOdH1V18P+srORZm7v8bB54qIirb//1UJBt1yJ5s17/1IR
rSEXSX3hC04a+BVoYAhzLf1ZVPpO0sX+agKJQv8osHIMgze9If2nlbgFl=

————— END CERTIFICATE-----</Attribute>

<Attribute Name="SecurityCertificate.2#CertType">SEKM SSL CERT</Attribute>

</Component>
</SystemConfiguration>

Run the RACADM set command to import this SCP file from an HTTP share.

2. Ensure that the SCP import job is marked "Completed."

Configure SEKM on iDRAC
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Disable SEKM

This SCP file has been edited to show only the SEKM configuration changes required to enable SEKM on iDRAC:

1.
2. Ensure that the SCP import job is marked "Completed."
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<SystemConfiguration Model="PowerEdge R750"

03:55:37 20

21">

<Component FQDD="iDRAC.Embedded.1">
<Attribute Name="SEKM.l#IPAddressInCertificate">Disabled</Attribute>
<Attribute Name="SEKM.1l#SEKMStatus">Disabled</Attribute>
<Attribute Name="SEKM.l#KeyAlgorithm">AES-256</Attribute>
<Attribute Name="SEKM.l#Rekey">False</Attribute>

<Attribute Name="SEKM.l#KMSKeyPurgePolicy">Keep All Keys</Attribute>
<Attribute Name="SEKM.l#AutoSecure">Disabled</Attribute>
<Attribute Name="KMS.l#PrimaryServerAddress">192.168.0.130</Attribute>
<Attribute Name="KMS.l#KMIPPortNumber">5696</Attribute>

<Attribute
<Attribute
<Attribute
<Attribute
<Attribute
<Attribute
<Attribute
<Attribute
<Attribute
<Attribute
<Attribute
<Attribute
<Attribute
<Attribute
<Attribute
<Attribute
<Attribute
<Attribute
<Attribute
<Attribute
<Attribute
<Attribute
<Attribute
<Attribute
<Attribute
</Component
</SystemCon

Name="KMS
Name="KMS.
Name="KMS.
Name="KMS.
Name="KMS
Name="KMS.
Name="KMS.
Name="KMS.
Name="KMS

ServiceTag="JHK6TYG"

.1#RedundantServerAddressl" />
1#RedundantServerAddress2" />
l1#RedundantServerAddress3"/>
1#RedundantServerAddress4" />
.1#RedundantServerAddress5"/>
1#RedundantServerAddresso6" />
l1#RedundantServerAddress7" />
1#RedundantServerAddress8" />
.1#Timeout">10</Attribute>

Name="KMS.1#iDRACUserName"> </Attribute>
Name="KMS.1#iDRACPassword"> </Attribute>

Name="KMS.l#RedundantKMIPPortNumber">5696</Attribute>
.1#CommonName"></Attribute>
Name="SEKMCert.
Name="SEKMCert.
Name="SEKMCert.

Name="SEKMCert

Name="SEKMCert

Name="SEKMCert.

Name="SEKMCert
Name="SEKMCert

1#0OrganizationName"></Attribute>
1#0OrganizationUnit"> </Attribute>
l#LocalityName"></Attribute>

.1#StateName"></Attribute>
Name="SEKMCert.

1#CountryCode"></Attribute>
1#EmailAddress"></Attribute>

.1#SubjectAltName" />
.1#UserId"/>

Name="SecurityCertificate.l#CertData"></Attribute>
Name="SecurityCertificate.l#CertType">KMS SERVER CA</Attribute>
Name="SecurityCertificate.2#CertData"></Attribute>
Name="SecurityCertificate.2#CertType">SEKM SSL CERT</Attribute>

>
figuration>

Run the RACADM set command to import this SCP file from an HTTP share.

Configure SEKM on iDRAC
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Auto Secure

To secure all supported SEDs, Auto Secure is available as part of SEKM enablement. This option is enabled by default.

@ NOTE: Auto Secure is not applicable for drives behind PERC, HBA 465i, BOSS-N1, and ROR-N1. To secure drives, perform

manual operation.
Topics:

*  Configure Auto Secure using the iDRAC Ul

»  Configure Auto Secure using Redfish

*  Configure Auto Secure using RACADM

«  Configure Auto Secure using Server Configuration Profile

Configure Auto Secure using the iDRAC Ul

Go to the iDRAC Dashboard > iDRAC Settings > Services > iDRAC Key Management.

v iIDRAC Key Management
Key Management Settings
Auto Secure Security Capable Drives

This feature will allow iDRAC to automatically secure all security capable drives attached to the server when key management is enabled

Key Management Service SEKM +|Edit Configuration

> SEKM Settings Summary

Figure 65. iDRAC Key Management

Configure Auto Secure using Redfish

Enable Auto Secure

Command: PATCH

URI: /redfish/v1/Managers/iDRAC.Embedded.1/0Oem/Dell/DellAttributes/
iDRAC.Embedded. 1

Header: content-type application/Jjson

Auth: Basic

Body: {"Attributes": {"SEKM.l.AutoSecure": "Enabled"}}

Auto Secure
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Verify Auto Secure status

Command: GET

URI: /redfish/vl1/Managers/iDRAC.Embedded.1/0Oem/Dell/DellAttributes/
iDRAC.Embedded.1?$select=Attributes/SEKM.1.AutoSecure

Auth: Basic

Expected attributes "SEKM.l.AutoSecure": "Enabled"

if Auto Secure is

enabled:

Disable Auto Secure

Command: PATCH

URI: /redfish/v1/Managers/iDRAC.Embedded.1/0Oem/Dell/DellAttributes/
iDRAC.Embedded. 1

Header: content-type application/Jjson

Auth: Basic

Body: {"Attributes": {"SEKM.l.AutoSecure": "Disabled"}}

Configure Auto Secure using RACADM

Enable Auto Secure

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn set idrac.SEKM.AutoSecure
"Enabled"

[Key=idrac.Embedded.l#SEKM. 1]

Object value modified successfully

Verify Auto Secure status

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn get idrac.SEKM.AutoSecure
[Key=idrac.Embedded.l1#SEKM. 1]
AutoSecure=Enabled

Disable Auto Secure

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn set idrac.SEKM.AutoSecure
"Disabled"

[Key=idrac.Embedded.l#SEKM.1]

Object value modified successfully
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Configure Auto Secure using Server Configuration
Profile

Enable Auto Secure

This SCP file has been edited to show only the configuration changes required to enable Auto Secure on iDRAC:

<Component FQDD="iDRAC.Embedded.1">
<Attribute Name="SEKM.l#AutoSecure">Enabled</Attribute><Attribute
</Component>

1. Run the command to import this SCP file from an HTTP share.
2. Ensure that the SCP import job is marked “Completed.”

Disable Auto Secure

This SCP file has been edited to show only the configuration changes required to disable Auto Secure on iDRAC:

<Component FQDD="iDRAC.Embedded.1">
<Attribute Name="SEKM.l#AutoSecure">Disabled</Attribute><Attribute
</Component>

1. Run the command to import this SCP file from an HTTP share.
2. Ensure that the SCP import job is marked “Completed.”

Auto Secure
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PowerEdge RAID Controller

Topics:

*«  Overview

¢« Configure PERC using the iDRAC Ul

e Configure PERC using Redfish

¢ Configure PERC using RACADM

*  Configure PERC using Server Configuration Profile

Overview

For more information about PERC features, see the PERC User’s Guide.

e PERC 12: Dell PowerEdge RAID Controller 12 User’s Guide PERC H965i Adapter, PERC HI65i Front, PERC H965i MX, and
PERC H965e Adapter

e PERC 11: Dell Technologies PowerEdge RAID Controller 11 User’s Guide PERC H755 adapter, H755 front SAS, H755N front
NVMe, H755 MX adapter, H750 adapter SAS, H355 adapter SAS, H355 front SAS, and H350 adapter SAS

e PERC 10: Dell EMC PowerEdge RAID Controller 10 User’s Guide PERC H345, H740P, H745, H745P MX, and H840

@lNOTE: It is recommended to use real-time operations instead of staged for PERC 12 and newer generations.

Configure PERC using the iDRAC Ul

1. Start iDRAC using any supported browser.
2. On the iIDRAC GUI, click Dashboard > Storage > Overview > Controllers.
3. From the Actions drop-down menu of the PERC, select Edit > Security > Secure Enterprise Key Manager.
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https://dl.dell.com/content/manual19839272-dell-poweredge-raid-controller-12-user-s-guide-perc-h965i-adapter-perc-h965i-front-perc-h965i-mx-and-perc-h965e-adapter.pdf?language=en-us
https://dl.dell.com/content/manual61357984-dell-technologies-poweredge-raid-controller-11-user-s-guide-perc-h755-adapter-h755-front-sas-h755n-front-nvme-h755-mx-adapter-h750-adapter-sas-h355-adapter-sas-h355-front-sas-and-h350-adapter-sas.pdf?language=en-us&ps=true
https://dl.dell.com/content/manual55320953-dell-emc-poweredge-raid-controller-10-user-s-guide-perc-h345-h740p-h745-h745p-mx-and-h840.pdf?language=en-us&ps=true

PERC H755N Front (Embedded)

Controller Properties

Rates

Security
Security (Encryption Status)

Security (Encryption)

None

Secure Enterprise Key Manager v

Figure 66. PERC security

@ NOTE: iDRACSY is shown in the example above. The security options for PERC with iDRAC10 are “Enable Security” or

“Disable Security”.

4. Click Add to Pending.

e Select Apply Now for PERC 12 and later generations.
e Select At Next Reboot for PERC 11 and earlier generations.

@ NOTE: The Apply Now feature is not supported for this operation on PERC 11 and older generations.

@ NOTE: If At Next Reboot is selected, a server power cycle (cold reboot) must be performed.

@ NOTE: If the Apply Now option is selected, the job runs in real time without a server reboot. Go to the Job Queue.
This job should be marked "Running."

B. Go to the Job Queue page and ensure that this job ID has been marked "Completed."

PowerEdge RAID Controller
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Job Queue
L IDw Job Status
+ 0O RID_919130367938 Reboot: Power cycle Reboot Completed (100%)
+ (O RID_919007247652 Reboot: Power cycle Reboot Completed (100%)
<+ (O RID_919000641413 Reboot: Power cycle Reboot Completed (100%)
+ O JID_924369135049 Configure: RAID.Integrated.1-1 Completed (100%)
+ (O JID_924369003403 SEKM Status Change Completed (100%)

Figure 67. Job Queue

6. On the iDRAC GUI, click Dashboard > Storage > Overview > Controllers.
7. Expand your storage controller and ensure that the security settings are correct, as shown in the sample screenshot:

Security

Security Status Security Key Assigned

Encryption Mode Secure Enterprise Key Manager

Encryption Capable Local Key Management and Secure Enterprise Key Manager Capable

Key ID 3b8c69932054dcch05c91ab76923303652a91he8h9240178045¢8409d40c8ee
Support LKM to SEKM Transition Supported

Figure 68. Security attributes

8. To disable SEKM on PERC, select Delete Security Key from the Actions drop-down menu.
9. Select Add to Pending and Apply Now.

®

NOTE: If the request to disable controller security fails, delete any existing volumes and perform cryptographic erase for
each drive.

@l NOTE: For more information about cryptographic erase, see Cryptographic erase.

Configure PERC using Redfish

Enable security on PERC

Command: POST

URI: /redfish/v1/Dell/Systems/System.Embedded.1/0Oem/DellRaidService/Actions/
DellRaidService.EnableControllerEncryption

Header: content-type application/Jjson
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Auth: Basic
Body: {"Mode":"SEKM", "TargetFQDD":"RAID.Integrated.1-1"}

@ NOTE: In the Headers output, the Location property returns a job ID URI. Run GET on this URI to monitor the job status
until it is marked “Completed.” If the job stops in a "Scheduled" state, a server reboot is required to run the job.

Verify Encryption Mode on PERC

Command: GET

URI: /redfish/v1/Systems/System.Embedded.1l/Storage/RAID.Integrated.1-1
Auth: Basic

iDRAC10 example: {"EncryptionMode": "Enabled"}

iDRACS9 example: {"EncryptionMode": "SecureEnterpriseKeyManager"}

Verify Encryption Status on SED behind PERC

Command: GET

URI: /redfish/v1/Systems/System.Embedded.1l/Storage/RAID.SL.1-1/Drives/
Disk.Bay.5:Enclosure.Internal.0-1:RAID.SL.1-1?$select=EncryptionStatus

Header: content-type application/json

Auth: Basic

Body: {"EncryptionStatus": "Unlocked"}

Disable security on PERC

Command: POST

URI: /redfish/v1/Dell/Systems/System.Embedded.1/0Oem/DellRaidService/Actions/
DellRaidService.RemoveControllerKey

Header: content-type application/json

Auth: Basic

@ NOTE: In the Headers output, the Location property returns a job ID URI. Run GET on this URI to monitor the job status
until it is marked “Completed.” If the job stops in a "Scheduled" state, a server reboot is required to run the job.

Configure PERC using RACADM

Enable security on PERC

Run the following command to enable security on PERC:

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage
setencryptionmode:RAID.SL.1-1 -mode SEKM
STORO094: The storage configuration operation is successfully completed, and the change is in a pending state.

e To apply the configuration operation immediately, create a configuration job using the -—realtime option.
e To apply the configuration after restarting the server, create a configuration job using the —-r option.
e To create the necessary real-time and restart jobs, run the jobqueue command.

PowerEdge RAID Controller
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e For more information about the jobgueue command, run the racadm help jobgueue command.

®| NOTE: PERC 12 and newer generations support enabling SEKM with a real time job.
®| NOTE: Enabling SEKM on PERC 11 and older generations requires a staged job.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue create RAID.SL.1-1
--realtime -s TIME NOW

RAC1024: A job has been successfully scheduled.
e Verify the job status using the racadm jobqueue view -i JID xxxxx command.

Commit JID: JID 021549410134

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobgqueue view -1
JID 021549410134

[Job ID=JID 021549410134]

Job Name=Configure: RAID.SL.1-1
Status=Running

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Sat, 09 Dec 2023 14:49:02]
Actual Completion Time=[Not Applicable]
Message=[PR20: Job in progress.]

Percent Complete=[1]

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue view -1i
JID 021549410134

[Job ID=JID 021549410134]

Job Name=Configure: RAID.SL.1-1

Status=Completed

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Sat, 09 Dec 2023 14:49:02]
Actual Completion Time=[Sat, 09 Dec 2023 14:50:20]
Message=[PR19: Job completed successfully.]
Percent Complete=[100]

Verify Encryption Mode on PERC

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage get controllers -o
-p encryptionmode
RAID.SL.1-1

EncryptionMode = Secure Enterprise Key Manager

Verify Security Status on SED behind PERC

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage get pdisks -o -p
securitystatus
Disk.Bay.0:Enclosure.Internal.0-1:RAID.SL.1-1

SecurityStatus = Secured
Disk.Bay.8:Enclosure.Internal.0-2:RAID.SL.1-1
SecurityStatus = Secured
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Disable security on PERC

C:\>racadm -r 192.168.0.12 -u root -p P@sswOrd --nocertwarn storage
deletesecuritykey:RAID.SL.1-1

STORO094: The storage configuration operation is successfully completed, and the change is in a pending state.

To apply the configuration operation immediately, create a configuration job using the —-realtime option.
To apply the configuration after restarting the server, create a configuration job using the -r option.

To create the necessary real-time and restart jobs, run the jobqueue command.

For more information about the jobgqueue command, run the racadm help jobgqueue command.

RAC1024: A job has been successfully scheduled.
e \Verify the job status using the racadm jobqueue view -1 JID_ xxxxx command.

Commit JID: JID 021542870002

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue view -1i
JID 021542870002

[Job ID=JID 021542870002]

Job Name=Configure: RAID.SL.1-1

Status=Completed

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Sat, 09 Dec 2023 14:38:07]
Actual Completion Time=[Sat, 09 Dec 2023 14:39:26]
Message=[PR19: Job completed successfully.]
Percent Complete=[100]

Configure PERC using Server Configuration Profile

Enable security on PERC

This SCP file displays only the SEKM configuration changes required to enable security on PERC:

<Component FQDD="RAID.SL.1-1">
<Attribute Name="EncryptionMode">Secure Enterprise Key Manager</Attribute>
</Component>

1. Run the command to import this SCP file from an HTTP share.
2. Confirm that the SCP import job is marked “Completed.”

Disable security on PERC

This SCP file displays only the SEKM configuration changes required to disable security on PERC:

<Component FQDD="RAID.SL.1-1">
<Attribute Name="EncryptionMode">None</Attribute>
</Component>

1. Run the command to import this SCP file from an HTTP share.
2. Confirm that the SCP import job is marked “Completed.”

PowerEdge RAID Controller
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Topics:

Overview

Configure HBA using the iDRAC Ul

Configure HBA using Redfish

Configure HBA using RACADM

Configure HBA using Server Configuration Profile

Overview

Host Bus Adapter

SEKM for HBA only supports SEDs that adhere to the TCG Enterprise Protocol. Below is an example of how to verify support
using the Redfish interface.

Command: GET

URI:

{disk ID}/Oem/Dell/DellDrives/{disk ID}?$select=EncryptionProtocol

Auth: Basic

Expected value: "EncryptionProtocol": "TCGEnterpriseSSC"

For more information about HBA features, see the HBA User Guide.

Configure HBA using the iDRAC Ul

@ NOTE: An Identity Module is required for SEKM HBA 355i support on VxRail platforms. This can be uploaded through the
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manual update page (Maintenance > System Update).

Start iDRAC using any supported browser.

On the iDRAC UI, click Dashboard > Storage > Overview > Controllers.
Go to the HBA controller and open the Actions drop-down menu. Go to Edit, then Security. Here, you can choose to

either Enable or Disable security.
Click Add to Pending.
Select At Next Reboot, then restart the server if necessary.

@l NOTE: HBA 12 and later generations support the Apply Now option for changes to the controller security state.

Go to the Job Queue page and ensure that this job ID is marked "Completed."

On the iDRAC UI, click Dashboard > Storage > Overview > Controllers to view your storage controller security

properties:
Security

Security Status
Encryption Mode
Encryption Capable
Key ID

Support LKM to SEKM Transition

Figure 69. Security attributes
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®

NOTE: Security properties above are applicable to HBA 465i when security is enabled on the controller. See Supported
storage devices to see all supported properties.

If the request to disable controller security fails, ensure that you reset the controller to remove any VDs. Then, perform PSID
revert or cryptographic erase depending on the state of the supported drives behind HBA.

For more information about PSID revert and cryptographic erase, see PSID revert and Cryptographic erase.

®

NOTE: The ConvertToRAID OEM action is required before you can erase supported drives behind HBA 465i from all
supported interfaces.

®

NOTE: The ConvertToNonRAID OEM action is required before you can secure supported drives behind HBA 465i from all
supported interfaces.

Configure HBA using Redfish

Enable security on HBA

Command: POST

URI: /redfish/v1/Systems/System.Embedded.1l/0Oem/Dell/DellRaidService/Actions/
DellRaidService.EnableSecurity

Header: content-type application/json

Auth: Basic

Body: {"TargetFQDD" :"NonRAID.SL.8-1"}

@ NOTE: In the Headers output, the Location property returns a job ID URI. Run GET on this URI to monitor the job status
until it is marked “Completed.” If the job stops in a "Scheduled" state, a server reboot is required to run the job.

ConvertToNonRAID on supported SED behind HBA 12

Expected status 202 Accepted
code:
Command: POST
URI: /redfish/v1/Systems/System.Embedded.1l/0Oem/Dell/DellRaidService/Actions/
DellRaidService.ConvertToNonRAID
Header: content-type application/Jjson
Auth: Basic
Body:
{ "PDArray": [

"Disk.Bay.2:Enclosure.Internal.0-1:NonRAID.SL.8-1",
"Disk.Bay.3:Enclosure.Internal.0-1:NonRAID.SL.8-1"
]
}

@ NOTE: In the Headers output, the Location property returns a job ID URI. Run GET on this URI to monitor the job status
until it is marked “Completed.”

Enable security on SED behind HBA

Command: POST
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URI:

Header:
Auth:
Body:

/redfish/v1/Systems/System.Embedded.1/0Oem/Dell/DellRaidService/Actions/
DellRaidService.EnableSecurity

content-type application/json
Basic

{"TargetFQDD":" Disk.Bay.7:Enclosure.Internal.0-1:NonRAID.SL.8-1"}

@ NOTE: In the Headers output, the Location property returns a job ID URI. Run GET on this URI to monitor the job status
until it is marked “Completed.” If the job stops in a "Scheduled" state, a server reboot is required to run the job.

Verify Security Status on HBA

Command:
URI:

Auth:
Body:

GET
/redfish/v1/Systems/System.Embedded.1l/Storage/NonRAID.SL.8-1
Basic

{"EncryptionMode": "Enabled"}

Verify Encryption Status on SED behind HBA

Command:

URI:

Auth:
Body:

GET

/redfish/v1/Systems/System.Embedded.1l/Storage/NonRAID.SL.8-1/Drives/
Disk.Bay.7:Enclosure.Internal.0-1:NonRAID.SL.8-1

Basic

{"EncryptionStatus": "Unlocked"}

Disable security on HBA

Command:

URI:

Header:
Auth:
Body:

POST

/redfish/v1/Systems/System.Embedded.1/0Oem/Dell/DellRaidService/Actions/
DellRaidService.DisableSecurity

content-type application/Jjson
Basic

{"ControllerFQDD" :"NonRAID.SL.8-1"}

@ NOTE: In the Headers output, the Location property returns a job ID URI. Run GET on this URI to monitor the job status
until it is marked “Completed.”

ConvertToRAID on supported SED behind HBA 12

Expected status
code:

Command:

URI:

Header:

Auth:

202 Accepted

POST

/redfish/v1/Systems/System.Embedded.1/0Oem/Dell/DellRaidService/Actions/
DellRaidService.ConvertToRAID

content-type application/Jjson

Basic
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Body:

"PDArray": [
"Disk.Bay.2:Enclosure.Internal.0-1:NonRAID.SL.8-1"

]

NOTE: In the Headers output, the Location property returns a job ID URI. Run GET on this URI to monitor the job status
until it is marked “Completed.”

®

Configure HBA using RACADM

®| NOTE: HBA 12 and later generations support the real time option for changes to the controller security state.

Enable security on HBA

Run the following command to enable security on HBA:

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage
security:NonRAID.SL.8-1 -enable

RAC1040: The storage configuration operation has been successfully accepted.

e To apply the configuration operation, create a configuration job, and then restart the server.
e To create the required commit and reboot jobs, run the jobqueue command.
e For more information about the jobgueue command, enter the RACADM command racadm help jobgqueue.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn Jjobgqueue create
NonRAID.SL.8-1 -r pwrcycle -s TIME NOW

e Verify the job status using the racadm jobqueue view -i JID xxxxx command.

Commit JID: JID 384818826920

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue view -1
JID 384818826920

[Job ID=JID 384818826920]

Job Name=Configure: NonRAID.SL.8-1
Status=Running

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Thu, 02 Dec 2021 15:57:50]
Actual Completion Time=[Not Applicable]
Message=[PR20: Job in progress.]

Percent Complete=[1]

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue view -1i
JID 384818826920

[Job ID=JID 384818826920]

Job Name=Configure: NonRAID.SL.8-1
Status=Completed

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Thu, 02 Dec 2021 15:57:50]
Actual Completion Time=[Thu, 02 Dec 2021 16:02:17]
Message=[PR19: Job completed successfully.]
Percent Complete=[100]
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Enable security on SED behind HBA

Run the following command to enable security on SED behind HBA:

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage
encryptpd:Disk.Bay.0:Enclosure.Internal.0-1:NonRAID.SL.8-1

STORO094: The storage configuration operation has been successfully completed, and the change is in a pending state.

To apply the configuration operation immediately, create a configuration job using the ——realtime option.
To apply the configuration after restarting the server, create a configuration job using the —r option.

To create the necessary real-time and restart jobs, run the jobqueue command.

For more information about the jobgueue command, run the racadm help jobgueue command.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue create
NonRAID.SL.8-1 --realtime -s TIME NOW

RAC1024: A job has been successfully scheduled.

e Verify the job status using the racadm jobqueue view -i JID xxxxx command.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue view -1i
JID 384841257680

[Job ID=JID 384841257680]

Job Name=Configure: NonRAID.SL.8-1
Status=Completed

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Thu, 02 Dec 2021 16:28:46]
Actual Completion Time=[Thu, 02 Dec 2021 16:30:27]
Message=[PR19: Job completed successfully.]

Verify Security Status on HBA

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage get controllers -o
-p securitystatus

NonRAID.SL.8-1

SecurityStatus = Enabled

Verify Encryption Status on SED behind HBA

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage get pdisks -o -p
securitystatus
Disk.Bay.0O:Enclosure.Internal.0-1:NonRAID.SL.8-1

SecurityStatus = Secured

Disable security on HBA

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage
security:NonRAID.SL.8-1 -disable

RAC1040: The storage configuration operation has been successfully accepted.

e To apply the configuration operation, create a configuration job, then restart the server.
e To create the required commit and reboot jobs, run the jobqueue command.
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e For more information about the jobgqueue command, enter the RACADM command racadm help jobgqueue.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn Jjobgqueue create
NonRAID.SL.8-1 -r pwrcycle -s TIME NOW

RAC1024: A job has been successfully scheduled.

e Verify the job status using the racadm jobqueue view -i JID xxxxx command.
Commit JID: JID 384818826920

Reboot JID: RID 384818827401

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqgqueue view -1i
JID 384818826920

[Job ID=JID 384818826920]

Job Name=Configure: NonRAID.SL.8-1
Status=Running

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Thu, 02 Dec 2021 15:57:50]
Actual Completion Time=[Not Applicable]
Message=[PR20: Job in progress.]

Percent Complete=[1]

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue view -1
JID 384818826920

[Job ID=JID 384818826920]

Job Name=Configure: NonRAID.SL.8-1
Status=Completed

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Thu, 02 Dec 2021 15:57:50]
Actual Completion Time=[Thu, 02 Dec 2021 16:02:17]
Message=[PR19: Job completed successfully.]
Percent Complete=[100]

Configure HBA using Server Configuration Profile

Enable security on HBA

This SCP file only displays the SEKM configuration changes required to enable security on HBA:

<Component FQDD="NonRAID.SL.8-1">
<Attribute Name="EncryptionMode">Enabled</Attribute>
<Component FQDD="Disk.Bay.O:Enclosure.Internal.0-1:NonRAID.SL.8-1">
<Attribute Name="LockStatus">Secured</Attribute>
</Component>
<Component FQDD="Disk.Bay.l:Enclosure.Internal.0-1:NonRAID.SL.8-1">
<Attribute Name="LockStatus">Secured</Attribute>
</Component>
</Component>

1. Run the command to import this SCP file from an HTTP share.
2. Confirm that the SCP import job is marked “Completed.”

Disable security on HBA

This SCP file displays only the SEKM configuration changes required to disable security on HBA:

<Component FQDD="NonRAID.SL.8-1">
<Attribute Name="EncryptionMode">Disabled</Attribute>
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<Component FQDD="Disk.Bay.0O:Enclosure.Internal.0-1:NonRAID.SL.8-1">
<Attribute Name="LockStatus">Encryption Capable</Attribute>
<Attribute Name="Cryptographic Erase">True</Attribute>
</Component>
<Component FQDD="Disk.Bay.l:Enclosure.Internal.0-1:NonRAID.SL.8-1">
<Attribute Name="LockStatus">Encryption Capable</Attribute>
<Attribute Name="Cryptographic Erase">True</Attribute>
</Component>
</Component>
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CPU Attached NVMe SEDs

Topics:

e Configure CPU attached NVMe SED using iDRAC Ul

*  Configure CPU attached NVMe SED using Redfish

e Configure CPU attached NVMe SED using RACADM

¢« Configure CPU attached NVMe SED using Server Configuration Profile

Configure CPU attached NVMe SED using iDRAC Ul

1. Start iDRAC using any supported browser.
2. On the iDRAC UlI, click Dashboard > iDRAC Settings > Services > iDRAC Key Management.
3. Select the Auto Secure option.

v IDRAC Key Management
Key Management Settings

Auto Secure Security Capable Drives

This feature will allow iDRAC to automatically secure
all security capable drives attached to the server
when key management is enabled

Key Management Service SEKM v

Figure 70. iDRAC Auto Secure

@ NOTE: If Auto Secure is enabled while enabling SEKM on iDRAC, then iDRAC tries to secure NVMe SEDs in a single job.
This job completes with errors when non-SEDs are present in the system. This is to ensure that users are warned and
aware of nonsecured drives in the system.

4. View the security status of supported drives by clicking Dashboard > Storage > Overview > Physical Disks on the iDRAC
ul.

Physical Disks
Y Filter Drives
[  Status Name State Slot Number Size Bus Protocol Security Status Encryption Capable
=+ 0 PCle SSDin Slot 1in Bay 1 Ready 1 1788.5 GB PCle Secured Capable
+ O PCle SSD in Slot 2in Bay 1 Ready 2 17885GB  PCle Secured Capable

Figure 71. Physical Disks

@l NOTE: The Secure Drive option is also available in the Actions drop-down menu.

B. Select Secure Drive and click Apply Now to secure the drive in real-time without restarting the server.
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[2] Physical Disks
T
L] Status Name State Slot Number Size Bus Protocol Media Type Hot Spare Security Status Actions
+ 0O Ready 13 2980.82 GB PCle SSD Not Applicable Encryption Capable
+ 0 Ready 14 149042 GB PCle S50 Not Applicable Encryption Capable
+ O Ready 16 PCle SSD Not Applicable Eneryption Capable
+ 0O PCle SSD ot 17 in B Ready 17 PCle ssD Not Applicable Encryption Capable

Figure 72. Secure drive option

@ NOTE: To disable security on a supported SED, you must perform the PSID revert or cryptographic erase operation
based on the state of the drive.

For more information about PSID revert and cryptographic erase, see PSID revert and Cryptographic erase.

Configure CPU attached NVMe SED using Redfish

Enable security on CPU attached NVMe SED

Command: POST

URI: /redfish/v1/Systems/System.Embedded.1l/0Oem/Dell/DellRaidService/Actions/
DellRaidService.EnableSecurity

Header: content-type application/Jjson

Auth: Basic

Body: {"TargetFQDD":" Disk.Bay.l2:Enclosure.Internal.0-1"}

@ NOTE: In the Headers output, the Location property returns a job ID URI. Run GET on this URI to monitor the job status
until it is marked “Completed.”

Verify Encryption Status on CPU attached NVMe SED

Command: GET

URI: /redfish/v1/Systems/System.Embedded.1l/Storage/CPU.1/Drives/
Disk.Bay.l2:Enclosure.Internal.0-2?$select=EncryptionStatus

Auth: Basic

Body: "EncryptionStatus": "Unlocked"

Configure CPU attached NVMe SED using RACADM

Enable security on CPU attached NVMe SED

Run the following command to enable security on CPU attached NVMe SED:

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage
encryptpd:Disk.Bay.l15:Enclosure.Internal.0-1

STORO094: The storage configuration operation is successfully completed, and the change is in a pending state.

e To apply the configuration operation immediately, create a configuration job using the ——realtime option.
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e To apply the configuration after restarting the server, create a configuration job using the -r option.
e To create the necessary real-time and restart jobs, run the jobqueue command.
e For more information about the jobgueue command, run the racadm help jobgueue command.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue create
Disk.Bay.l5:Enclosure.Internal.0- 1 --realtime -s TIME NOW

RAC1024: A job has been successfully scheduled.
e \Verify the job status using the racadm jobqueue view -1 JID xxxxx command.

Commit JID: JID 384841257680

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue view -1i
JID 384818826920

[Job ID=JID 384818826920]

Job Name=Configure: Disk.Bay.l5:Enclosure.Internal.0-1
Status=Completed

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Thu, 02 Dec 2021 15:57:50]

Actual Completion Time=[Thu, 02 Dec 2021 16:02:17]
Message=[PR19: Job completed successfully.]

Percent Complete=[100]

Verify Security Status on CPU attached NVMe SED

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage get pdisks -o -p

securitystatus
Disk.Bay.l5:Enclosure.Internal.0-1
SecurityStatus = Secured

Configure CPU attached NVMe SED using Server
Configuration Profile

Enable security on CPU attached NVMe SED

This SCP file displays only the SEKM configuration changes required to enable security on supported NVMe SED:

Component FQDD="Disk.Bay.l1l8:Enclosure.Internal.0-2">
<Attribute Name="LockStatus">Secured</Attribute>

1. Run the command to import this SCP file from an HTTP share.
2. Confirm that the SCP import job is marked “Completed.”
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Boot Optimized Storage Solution

For more information about Boot Optimized Storage Solution (BOSS-N1) features, see the BOSS-N1 User’s Guide.

NOTE: Supported M.2 SEDs behind BOSS-N1 is automatically secured when security is enabled on BOSS-N1, regardless of
the iIDRAC Auto Secure setting.

@lNOTE: To disable BOSS-N1 security, stack cryptographic erase and disable security on the controller into a single job.

Related information

Crypto-Erase All Drives in a Single Operation
Topics:

e Configure BOSS-N1 using the iDRAC Ul

*  Configure BOSS-N1 using Redfish

e Configure BOSS-N1 using RACADM

*  Configure BOSS-N1 using Server Configuration Profile

Configure BOSS-N1 using the iDRAC Ul

1. Start iDRAC using any supported browser.
2. On the iDRAC UlI, click Dashboard > Storage > Overview > Controllers.
3. From the Actions drop-down menu of the BOSS-N1 controller, select Edit > Security > Enable Security.

BOSS-N1 Monolithic [Embedded) @

Security
Security (Encryption Status)  Disabled
Security (Encryption Enable Sacurity

=R

Figure 73. BOSS-N1 security
4. Click Add to Pending.
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5. Select At Next Reboot. A message is displayed, indicating that the job ID is created.

6. Go to the Job Queue page and ensure that this job ID is marked “Scheduled.”

7. Restart the server to run the configuration job.

© information

Figure 74. Job information

8. Go to the Job Queue to view the scheduled job.

9. 9. After restarting the server, the configuration job runs in the Automated Task Application to enable SEKM security on

BOSS. The server is then automatically restarted.

10. 10. After the POST or Collecting Inventory operation completes, ensure that the job ID has been marked “Completed” on the

Job Queue page.

Storage
Overview Tasks SEKM
Pending Operations @ Job Queue
(© Job Queue
O D Job
+ [O JID.817447210234 Configure: BOSS SL.12-1

Status

Completed (100%)

Figure 75. Job queue

11. On the iDRAC UlI, click Dashboard > Storage > Overview > Controllers.
12. Expand your storage controller and ensure the following:

Security
Secunty Status

Encryption Made

1]

=
=
ol

ncryption Cap

Support LKM to SEKM Transition

Mot Supported

Figure 76. Security properties

13. To disable security on BOSS-N1, select the "Disabled" option from the Actions drop-down menu, then select Add to

Pending and At Next Reboot.
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@ NOTE: If the request to disable controller security fails, ensure that you delete any volumes and perform PSID revert or
cryptographic erase depending on the state of the drives.

For more information about PSID revert and cryptographic erase, see PSID revert and Cryptographic erase.

Configure BOSS-N1 using Redfish

Enable security on BOSS-N1

Command: POST

URI: /redfish/v1/Systems/System.Embedded.1/0Oem/Dell/DellRaidService/Actions/

DellRaidService.EnableSecurity

Header: content-type application/Jjson
Auth: Basic
Body: {"TargetFQDD":"BOSS.SL.12-1"}

@ NOTE: The request body allows you to specify when the operation completes. @Redfish.OperationApplyTime
supports OnReset and Immediate values. OnReset does not run the job until the server is rebooted. Immediate
performs a graceful OS shutdown with power cycle once the reboot job timeout completes. Examples are shown below.

Enable security on BOSS-N1T (OnReset)

Command: POST

URI: /redfish/v1/Systems/System.Embedded.1/0Oem/Dell/DellRaidService/Actions/

DellRaidService.EnableSecurity

Header: content-type application/Jjson
Auth: Basic
Body: {"TargetFQDD": "BOSS.SL.12-1", "@Redfish.OperationApplyTime": "OnReset"}

Enable security on BOSS-N1 (Immediate)

Command: POST

URI: /redfish/v1/Systems/System.Embedded.1l/0Oem/Dell/DellRaidService/Actions/
DellRaidService.EnableSecurity

Header: content-type application/Jjson

Auth: Basic

Body: {"TargetFQDD": "BOSS.SL.12-1", "@Redfish.OperationApplyTime":

"Immediate"}

@ NOTE: In the Headers output, the Location property returns a job ID URI. Run GET on this URI to monitor the job status
until it is marked “Completed.” If the job stops in a "Scheduled" state, a server reboot is required to run the job.

Verify Security Status on BOSS-N1

Command: GET
URI: /redfish/v1/Systems/System.Embedded.1l/Storage/B0OSS.SL.12-1

Auth: Basic
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Expected attributes "SecurityStatus": "Enabled"
if iLKM security is

enabled on BOSS-

N1:

Verify Security Status on SED behind BOSS-N1

Command: GET

URI: /redfish/v1/Systems/System.Embedded.1l/Storage/B0OSS.SL.12-1/Drives/
Disk.Direct.0-0:B0OSS.SL.12-1?S$select=EncryptionStatus

Auth: Basic

Expected attributes "EncryptionStatus": "Unlocked"

if iLKM security
is enabled on SED
behind BOSS-N1:

Disable security on BOSS-N1

Command: POST

URI: /redfish/v1/Systems/System.Embedded.1/0Oem/Dell/DellRaidService/Actions/
DellRaidService.DisableSecurity

Header: content-type application/json

Auth: Basic

Body: {"ControllerFQDD":"BOSS.SL.12-1"}

@ NOTE: In the Headers output, the Location property returns a job ID URI. Run GET on this URI to monitor the job status
until it is marked “Completed.” If the job stops in a "Scheduled" state, a server reboot is required to run the job.

Configure BOSS-N1 using RACADM

Enable security on BOSS-N1

Run the following command to enable security on BOSS-N1:

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage
security:BOSS.SL.12-1 -enable
RAC1040: The storage configuration operation has been successfully accepted.

e To apply the configuration operation, create a configuration job, and then restart the server.
e To create the required commit and reboot jobs, run the jobgqueue command.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue create
BOSS.SL.12-1 -r pwrcycle -s TIME NOW

®| NOTE: A staged job must be scheduled for this operation. A host reboot is required for the security mode change to occur.

RAC1024: A job has been successfully scheduled.

e Verify the job status using the racadm jobqueue view -i JID xxxxx command.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn Jjobgqueue view -1
JID 384818826920
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[Job ID=JID 384818826920]

Job Name=Configure: BOSS.SL.12-1
Status=Running

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Thu, 02 Dec 2021 15:57:50]
Actual Completion Time=[Not Applicable]
Message=[PR20: Job in progress.]

Percent Complete=[1]

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue view -1i
JID 384818826920

[Job ID=JID 384818826920]

Job Name=Configure: BOSS.SL.12-1

Status=Completed

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Thu, 02 Dec 2021 15:57:50]
Actual Completion Time=[Thu, 02 Dec 2021 16:02:17]
Message=[PR19: Job completed successfully.]
Percent Complete=[100]

Verify Security Status on BOSS-N1

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage get controllers -o
-p securitystatus

BOSS.SL.12-1

SecurityStatus = Enabled

Verify Security Status on SED behind BOSS-N1

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage get pdisks -o -p

securitystatus

Disk.Direct.0-0:B0OSS.SL.12-1

SecurityStatus = Secured
Disk.Direct.1-1:B0OSS.SL.12-1

SecurityStatus = Secured

Disable security on BOSS-N1

NOTE: To disable security, stack cryptographic erase and disable security on the controller into a single job. An example
using RACADM is shown below.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage
cryptographicerase:Disk.Direct.1-1:BOSS.SL.14-1
STORO094: The storage configuration operation is successfully completed and the change is in pending state.

e To apply the configuration operation immediately, create a configuration job using the -—realtime option.
e To apply the configuration after restarting the server, create a configuration job using the —-r option.
e To create the necessary real-time and restart jobs, run the jobqueue command.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage
cryptographicerase:Disk.Direct.0-0:BOSS.SL.14-1

STORO094: The storage configuration operation is successfully completed and the change is in pending state.

e To apply the configuration operation immediately, create a configuration job using the -—realtime option.
e To apply the configuration after restarting the server, create a configuration job using the —-r option.
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e To create the necessary real-time and restart jobs, run the jobqueue command.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage
security:BOSS.SL.14-1 -disable

RAC1040: Successfully accepted the storage configuration operation.

e To apply the configuration operation, create a configuration job, and then restart the server.
e To create the required commit and reboot jobs, run the jobqueue command.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue create
BOSS.SL.14-1 -r pwrcycle -s TIME NOW

RAC1024: Successfully scheduled a job.

e Verify the job status using the racadm jobqueue view -i JID xxxxx command.
Commit JID: JID 436090034200

Reboot JID: RID 436090035531

@ NOTE: A staged job must be scheduled for this operation. A host reboot is necessary for the security mode change to
occur.

An example showing RACADM command to disable security on BOSS-N1 as a standalone operation from RACADM is shown
below.

Run the following command to disable security on BOSS-NT1:

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage
security:B0OSS.SL.12-1 -disable

RAC1040: The storage configuration operation has been successfully accepted.

e To apply the configuration operation, create a configuration job, and then restart the server.
e To create the required commit and reboot jobs, run the jobqueue command.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue create
BOSS.SL.12-1 -r pwrcycle -s TIME NOW

®| NOTE: A staged job must be scheduled for this operation. A host reboot is required for the security mode change to occur.

RAC1024: A job has been successfully scheduled.

e Verify the job status using the racadm jobqueue view -i JID xxxxx command.
Commit JID: JID 384818826920

RebootJID:RID_384818827401

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue view -1i
JID 384818826920

[Job ID=JID 384818826920]

Job Name=Configure: BOSS.SL.12-1
Status=Running

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Thu, 02 Dec 2021 15:57:50]
Actual Completion Time=[Not Applicable]
Message=[PR20: Job in progress.]

Percent Complete=[1]

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue view -1i
JID 384818826920

[Job ID=JID 384818826920]

Job Name=Configure: BOSS.SL.12-1
Status=Completed

Scheduled Start Time=[Now]
Expiration Time=[Not Applicable]
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Actual Start Time=[Thu, 02 Dec 2021 15:57:50]
Actual Completion Time=[Thu, 02 Dec 2021 16:02:17]
Message=[PR19: Job completed successfully.]
Percent Complete=[100]

Configure BOSS-N1 using Server Configuration
Profile

Enable security on BOSS-N1

This SCP file displays only the SEKM configuration changes required to enable security on BOSS-N1:

<Component FQDD="BOSS.SL.12-1">
<Attribute Name="SecurityStatus">Enabled</Attribute>
<Component FQDD="Disk.Direct.0-0:BOSS.SL.12-1">
<Attribute Name="LockStatus">Secured</Attribute>
</Component>
<Component FQDD="Disk.Direct.l1-1:BOSS.SL.12-1">
<Attribute Name="LockStatus">Secured</Attribute>
</Component>
</Component>

1. Run the command to import this SCP file from an HTTP share.
2. Confirm that the SCP import job is marked “Completed.”

Disable security on BOSS-N1

This SCP file displays only the SEKM configuration changes required to disable security on BOSS-N1:

<Component FQDD="BOSS.SL.12-1">
<Attribute Name="SecurityStatus">Disabled</Attribute>
<Component FQDD="Disk.Direct.0-0:B0OSS.SL.12-1">
<Attribute Name="LockStatus">Encryption Capable</Attribute>
<Attribute Name="Cryptographic Erase">True</Attribute>
</Component>
<Component FQDD="Disk.Direct.l1-1:B0OSS.SL.12-1">
<Attribute Name="LockStatus">Encryption Capable</Attribute>
<Attribute Name="Cryptographic Erase">True</Attribute>
</Component>
</Component>

1. Run the command to import this SCP file from an HTTP share.
2. Confirm that the SCP import job is marked “Completed.”
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@lNOTE: To disable ROR-N1 security, stack cryptographic erase and disable security on the controller into a single job.

RAID on RISER

on ROR-N1, regardless of the iDRAC Auto Secure setting.

Topics:

Configure ROR-N1 using the iDRAC Ul

Configure ROR-N1 using Redfish

Configure ROR-N1 using RACADM

Configure ROR-N1 using Server Configuration Profile

Configure ROR-N1 using the iDRAC Ul

1.
2.
3.

No o b

Start iDRAC using any supported browser.
Go to the iDRAC Dashboard > Storage > Overview > Controllers.
From the Actions drop-down menu of the ROR-N1 controller, select Edit > Security > Enable Security.

NOTE: Supported M.2 SEDs associated with RAID on RISER (ROR-N1) are automatically secured when security is enabled

ROR-N1 (Embedded)
Security

Security (Encryption Status) Enabled

Security (Encryption) Actions w

Figure 77. ROR-N1 security

Click Add to Pending.

Select At Next Reboot. A message displays, indicating that the job ID is created.
Go to the Job Queue page and ensure that this job ID is marked "Scheduled."
Restart the server to run the configuration job.
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0 Information

-

RACO0609: The job JID_817790400333 has been successfully added to the job queue.

4

The status of jobs can be viewed on the Job Queue pag

Figure 78. Job information

8. After restarting the server, the configuration job runs in the Automated Task Application to enable SEKM security on
ROR-N1. The server will automatically restart.

9. After the POST or Collecting Inventory operation completes, ensure that the job ID has been marked “Completed” on the
Job Queue page.

Maintenance
Lifecycle Log Job Queue System Update System Event Log Troubleshooting Diagnostics SupportAssist
Job Queue
O v Job Status
4+ (O JID_958284278470 Configure: ROR.Integrated.1-1 Completed (100%)

Figure 79. Job queue

10. On the iDRAC UlI, click Dashboard > Storage > Overview > Controllers.
11. Expand your storage controller and ensure the following:

Security

Security Status Enabled
Encryption Mode Not Applicable
Encryption Capable Capable

Key ID Ni&

Support LKM to SEKM Transition Mot Supported

Figure 80. Security properties

@ NOTE: If the request to disable controller security fails, ensure you delete any volumes and PSID revert or cryptographic
erase depending on the state of the drives.

For more information about PSID revert and cryptographic erase, see PSID revert and Cryptographic erase.
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Configure ROR-N1 using Redfish

Enable security on ROR-N

Command: POST

URI: /redfish/v1/Systems/System.Embedded.1/0Oem/Dell/DellRaidService/Actions/
DellRaidService.EnableSecurity

Header: content-type application/json

Auth: Basic

Body: {"TargetFQDD":"ROR.Integrated.1-1"}

@ NOTE: In the Headers output, the Location property returns a job ID URI. Run GET on this URI to monitor the job status
until it is marked “Completed.” If the job stops in a "Scheduled" state, a server reboot is required to run the job.

Verify Security Status on ROR-N1

Command: GET

URI: /redfish/v1/Systems/System.Embedded.l/Storage/ROR.Integrated.1-1
Auth: Basic

Expected attributes "SecurityStatus": "Enabled"

if iLKM security is
enabled on ROR-N1:

Verify Encryption Status on SED behind ROR-N

Command: GET

URI: /redfish/v1/Systems/System.Embedded.l/Storage/ROR.Integrated.1-1
Auth: Basic

Expected attributes "EncryptionStatus": "Unlocked"

if iLKM security
is enabled on SED
behind ROR-N1:

Disable security on ROR-N1

Command: POST

URI: /redfish/v1/Systems/System.Embedded.1/0Oem/Dell/DellRaidService/Actions/
DellRaidService.DisableSecurity

Header: content-type application/json

Auth: Basic

Body: {"ControllerFQDD":"ROR.Integrated.1-1"}

@ NOTE: In the Headers output, the Location property returns a job ID URI. Run GET on this URI to monitor the job status
until it is marked “Completed.” If the job stops in a "Scheduled" state, a server reboot is required to run the job.

RAID on RISER

97



Configure ROR-N1 using RACADM

Enable security on ROR-N

Run the following command to enable security on ROR-N1:

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage
security:ROR.Integrated.l-1 -enable

RAC1040: The storage configuration operation has been successfully accepted.

e To apply the configuration operation, create a configuration job, then restart the server.
e To create the required commit and reboot jobs, run the jobqueue command.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn Jjobqueue create
ROR.Integrated.l1-1 -r pwrcycle -s TIME NOW

RAC1024: A job has been successfully scheduled.

e Verify the job status using the racadm jobqueue view -i JID xxxxx command.
Commit JID: JID 384818826920
Reboot JID: RID 384818827401

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn Jjobgueue view -1
JID 384818826920

[Job ID=JID 384818826920]

Job Name=Configure:ROR.Integrated.1-1
Status=Running

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Thu, 02 Dec 2021 15:57:50]
Actual Completion Time=[Not Applicable]
Message=[PR20: Job in progress.]

Percent Complete=[1]

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue view -1i
JID 384818826920

[Job ID=JID 384818826920]

Job Name=Configure:ROR.Integrated.1-1
Status=Completed

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Thu, 02 Dec 2021 15:57:50]
Actual Completion Time=[Thu, 02 Dec 2021 16:02:17]
Message=[PR19: Job completed successfully.]
Percent Complete=[100]

Verify Security Status on ROR-N1

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage get controllers

-p securitystatus
ROR.Integrated.1-1
SecurityStatus = Enabled
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Verify Security Status on SED behind ROR-N1

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage get pdisks -o -p

securitystatus
Disk.Direct.0-0:ROR.Integrated.1-1
SecurityStatus = Secured
Disk.Direct.l-1:ROR.Integrated.1-1
SecurityStatus = Secured

Disable security on ROR-N1

NOTE: To disable security, stack cryptographic erase and disable security on the controller into a single job. An example
using RACADM is shown below.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage
cryptographicerase:Disk.Direct.0-0:ROR.Integrated.1-1
STORO094: The storage configuration operation is successfully completed and the change is in pending state.

e To apply the configuration operation immediately, create a configuration job using the -—realtime option.
e To apply the configuration after restarting the server, create a configuration job using the -r option.
e To create the necessary real-time and restart jobs, run the jobgqueue command.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage
cryptographicerase:Disk.Direct.1-1:ROR.Integrated.1-1

STORO094: The storage configuration operation is successfully completed and the change is in pending state.

e To apply the configuration operation immediately, create a configuration job using the -—realtime option.
e To apply the configuration after restarting the server, create a configuration job using the -r option.
e To create the necessary real-time and restart jobs, run the jobqueue command.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage
security:ROR.Integrated.1l-1 -disable

RAC1040: Successfully accepted the storage configuration operation.
e To apply the configuation operation, create a configuration job, and then restart the server.

e To create the required commit and reboot jobs, run the jobqueue command.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue create
ROR.Integrated.1l-1 -r pwrcycle -s TIME NOW

RAC1024: Successfully scheduled a job.

e \Verify the job status using the racadm jobqueue view -1 JID xxxxx command.
Commit JID: JID 436090034200

Reboot JID: RID 436090035531

@ NOTE: A staged job must be scheduled for this operation. A host reboot is necessary for the security mode change to
occur.

An example showing RACADM command to disable security on ROR-N1 as a standalone operation from RACADM is shown
below.

Run the following command to disable security on ROR-N1:

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage
security:ROR.Integrated.l1-1 -disable

RAC1040: The storage configuration operation has been successfully accepted.

e To apply the configuration operation, create a configuration job, then restart the server.
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e To create the required commit and reboot jobs, run the jobqueue command.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue create
ROR.Integrated.l-1 -r pwrcycle -s TIME NOW

®| NOTE: A staged job must be scheduled for this operation. A host reboot is required for the security mode change to occur.

RAC1024: Successfully scheduled a job.

e Verify the job status using the racadm jobqueue view -i JID xxxxx command.
Commit JID: JID 384818826920

RebOOtJID:RID_384818827401

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue view -1i
JID 384818826920

[Job ID=JID 384818826920]

Job Name=Configure:ROR.Integrated.1-1
Status=Running

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Thu, 02 Dec 2021 15:57:50]
Actual Completion Time=[Not Applicable]
Message=[PR20: Job in progress.]

Percent Complete=[1]

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue view -1i
JID 384818826920

[Job ID=JID 384818826920]

Job Name=Configure:ROR.Integrated.1l-1
Status=Completed

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Thu, 02 Dec 2021 15:57:50]
Actual Completion Time=[Thu, 02 Dec 2021 16:02:17]
Message=[PR19: Job completed successfully.]
Percent Complete=[100]

Configure ROR-N1 using Server Configuration Profile

Enable security on ROR-N1

This SCP file displays only the SEKM configuration changes required to enable security on ROR-N1:

<Component FQDD="ROR.Integrated.l1l-1">

<Attribute Name="SecurityStatus">Enabled</Attribute>

<Component FQDD="Disk.Direct.0-0:ROR.Integrated.1-1">
<Attribute Name="LockStatus">Secured</Attribute>

</Component>

<Component FQDD="Disk.Direct.l-1:ROR.Integrated.1-1">
<Attribute Name="LockStatus">Secured</Attribute>

</Component>

1. Run the command to import this SCP file from an HTTP share.
2. Confirm that the SCP import job is marked "Completed."
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Disable security on ROR-N1

This SCP file displays only the SEKM configuration changes required to disable security on ROR-NT1.

<Component FQDD="ROR.Integrated.l1l-1">
<Attribute Name="SecurityStatus">Disabled</Attribute>
<Component FQDD="Disk.Direct.0-0:ROR.Integrated.1-1">
<Attribute Name="LockStatus">Encryption Capable</Attribute>
<Attribute Name="Cryptographic Erase">True</Attribute>
</Component>
<Component FQDD="Disk.Direct.l-1:ROR.Integrated.1-1">
<Attribute Name="LockStatus">Encryption Capable</Attribute>
<Attribute Name="Cryptographic Erase">True</Attribute>
</Component>
</Component>

1. Run the command to import this SCP file from an HTTP share.
2. Confirm that the SCP import job is marked "Completed."
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Software Defined Persistent Memory

@ NOTE: A personality module is required to enable SDPM. This module can be applied to iDRAC by going to Maintenance >

System Update.

NOTE: The SEKM.1.VossSdpmReducedRebootSupport attribute is available from supported interfaces and is read-only.
If this value reports "Supported," security can be disabled on SDPM configurations with reduced server reboots.

Topics:

Configure SDPM using the iDRAC Ul

Configure SDPM using Redfish

Configure SDPM using RACADM

Configure SDPM using Server Configuration Profile

Configure SDPM using the iDRAC Ul
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Start iDRAC using any supported browser.
On the iDRAC UI, click Dashboard > Configuration > BIOS Settings > Memory Settings > Persistent Memory.

To enable SDPM, select any nonzero value from the SDPM Default Memory Size dropdown list, then click Apply. This
value is listed under Pending Value. Values vary based on system configuration. To disable SDPM, select 0GB.

Enable Sanitize All NVDIMMSs, then click Apply. This value is listed under Pending Value.
@ NOTE: You must manually enable the Sanitize operation. SDPM will be initialized to the selected size after the
Sanitize All NVDIMMSs operation.

@ NOTE: SDPM Current Size is read-only from all supported interfaces.

@ NOTE: When iDRAC is in SEKM mode with SDPM enabled, VOSS drives are automatically secured regardless of the
Auto Secure setting on iDRAC. VOSS drives can still be manually secured without a server reboot, but only from Redfish
or RACADM interfaces.
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~ Persistent Memory
Current Value Pending Value
Sanitize All NVDIMMs Disabled v Enabled
v Software Define Persistent Memory
Current Value Pending Value
SDPM Current Size 0GB (Disabled)
SDPM Default Memory Size 0GB (Disabled) v 160GB
SDPM Vault Drive O path B/D/F/P 536870912
SDPM Vault Drive 1 path B/D/F/P 553648128
SDPM Vault Drive 2 path B/D/F/P 570425344
SDPM Battery 1 Present
SDPM Battery 2 Present

Figure 81. Persistent memory

5. Select Apply and Reboot on the Bios Settings page.

> System Profile Settings
> System Security
> Redundant OS Control

> Miscellaneous Settings

Apply And Reboot At Next Reboot Discard All Pending

Figure 82. BIOS settings

6. Go to the Job Queue to view the scheduled job.
7. After the server is restarted, the BIOS configuration job is run in the Automated Task Application mode to apply the
selected settings. The server automatically restarts.

8. After the POST or Collecting Inventory operation completes, ensure that the job ID has been marked “Completed” on the
Job Queue page.

Job Queue
O Ibw Job Status
4+ 0O JID_818619816924 Configure: BIOS.Setup.1-1 Completed (100%)

Figure 83. Job queue
9. On the iDRAC Ul, click Dashboard > Storage > Overview > Physical Disks.
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10. Verify the security status for VOSS drives.

Slot . Bus Media Security Encryption
O Shtes Name e Number e Protocol Type R SR Status Capable
4471 Not
+ O NVMe 1 Online 1 ? PCle SsD No o Not Capable
GB Capable
PCle SSDin Slot 8 in 1788.5 Not Not
o ady P SD : Not b
+ 0 M Bay 1 Ready: B GB Cle Sb Applicable Capable it Gkl
VOSS PCle SSD in SL 894.25 Not
% | ‘ i :
+ | ey Ready NA - PCle SSD Aogiicabls Secured Capable
VOSS PCle SSD in SL 894.25 Not
-+ © I Ready NA . PCle SSD © o Secured Capable
11 Index 1 GB Applicable
V0SS PCle SSD in SL 894.25 Not
o ! Ready NA - PCle SSD . Secured Capable
17 Index 2 GB Applicable

Figure 84. Security status
@l NOTE: An additional server power-cycle operation may be required to secure VOSS drives.

@ NOTE: To disable security on a supported VOSS SED, you must perform a PSID revert or cryptographic erase operation
depending on the state of the drive.

For more information about PSID revert and cryptographic erase, see PSID revert and Cryptographic erase.

Configure SDPM using Redfish

Enable SDPM

@l NOTE: This step can be skipped if the SDPM Current Size already reports a nonzero value.

Command: PATCH

URI: /redfish/v1/Systems/System.Embedded.1/Bios/Settings

Header: content-type application/json

Auth: Basic

Body: ) ) . i
{"@Redfish.SettingsApplyTime": {"ApplyTime": "OnReset"},
"Attributes": {"SdpmDefaultSize": "SdpmMem32",
"NvdimmFactoryDefault": "NvdimmFactoryDefaultEnable"}}

@lNOTE: Supported values for SdpmDefaultSize vary based on system configuration.

®

NOTE: In the Headers output, the Location property returns a job ID URI. Run GET on this URI to monitor the job status
until it is marked “Completed.” If the job stops in a "Scheduled" state, a server reboot is required to run the job.

Enable security on VOSS SED

Command: POST

URI: /redfish/v1/Systems/System.Embedded.1/0Oem/Dell/DellRaidService/Actions/
DellRaidService.EnableSecurity
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Header: content-type application/json

Body: {"TargetFQDD":"VOSS.SL.11-2"}

NOTE: This job runs in real-time without a server reboot. In the Headers output, the Location property returns a job ID URI.
Run GET on this URI to monitor the job status until it is marked “Completed.”

Verify SDPM current size

Command: GET

URI: /redfish/vl1/Systems/System.Embedded.l/Bios?$select=Attributes/
SdpmCurrentSize

Header: content-type application/Jjson

Auth: Basic

Verify attribute SdpmCurrentSize

Verify Encryption Status on VOSS SED

Command: GET

URI: /redfish/v1/Systems/System.Embedded.l/Storage/VOSS.SL.11-C/Drives/

VOSS.SL.11-2?$select=EncryptionStatus
Auth: Basic
Expected attributes "EncryptionStatus": "Unlocked"
if iLKM security is
enabled on VOSS
SED:

Disable SDPM

®| NOTE: This step can be skipped if the SDPM Current Size already reports zero.

Command: PATCH

URI: /redfish/v1/Systems/System.Embedded.1/Bios/Settings

Header: content-type application/json

Auth: Basic

Body: i i . i
{"@Redfish.SettingsApplyTime": {"ApplyTime": "OnReset"},
"Attributes": {"SdpmDefaultSize": "SdpmMemO", "NvdimmFactoryDefault":

"NvdimmFactoryDefaultEnable"}}

@ NOTE: In the Headers output, the Location property returns a job ID URI. Run GET on this URI to monitor the job status
until it is marked “Completed.” If the job stops in a "Scheduled" state, a server reboot is required to run the job.
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Configure SDPM using RACADM

Enable SDPM

®| NOTE: This step can be skipped if the SDPM Current Size already reports a nonzero value.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn set
BIOS.SdpmSetting.SdpmDefaultSize SdpmMem32

RAC1017: The object value has been successfully modified, and the change is in a pending state.

e To apply a modified value, create a configuration job and reboot the system.
e To create the commit and reboot jobs, use the jobqueue command.
e For more information about the jobqueue command, see RACADM help.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn set
BIOS.PersistentMemorySetting.NvdimmFactoryDefault NvdimmFactoryDefaultEnable
C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd -nocertwarn jobqueue create
BIOS.Setup.l-1 -r pwrcycle -s TIME NOW

®| NOTE: A staged job must be scheduled for this operation. A host reboot is required to set the SDPM current size.

RAC1024: A job has been successfully scheduled.

e Verify the job status using the racadm jobqueue view -i JID xxxxx command.
Commit JID: JID 384818826920

Reboot JID: RID 384818827401

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn Jjobgqueue view -1
JID 384818826920

[Job ID=JID 384818826920]

Job Name=Configure:BIOS.Setup.1l-1
Status=Completed

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Thu, 02 Dec 2021 15:57:50]
Actual Completion Time=[Thu, 02 Dec 2021 16:02:17]
Message=[PR19: Job completed successfully.]
Percent Complete=[100]

Enable security on VOSS SED

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage
encryptpd:VOSS.SL.11-0

®| NOTE: This operation supports real-time jobs. A host reboot is not required.

STORO094: The storage configuration operation is successfully completed, and the change is in pending state.

To apply the configuration operation immediately, create a configuration job using the --realtime option.
To apply the configuration after restarting the server, create a configuration job using the -r option.
To create the necessary real-time and restart jobs, run the jobqueue command.

For more information about the jobgueue command, run the racadm help jobgueue command.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue create
VO0SS.SL.11-0 --realtime -s TIME_ NOW

106 Software Defined Persistent Memory


https://dl.dell.com/content/manual65464730-integrated-dell-remote-access-controller-9-racadm-cli-guide.pdf?language=en-us

RAC1024: A job has been successfully scheduled.
e Verify the job status using the racadm jobqueue view -i JID xxxxx command.

Commit JID: JID 384841257680

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn Jjobgqueue view -1
JID 384818826920

[Job ID=JID 384818826920]

Job Name=Configure: VOSS.SL.11-0
Status=Running

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Thu, 02 Dec 2021 15:57:50]
Actual Completion Time=[Not Applicable]
Message=[PR20: Job in progress.]

Percent Complete=[1]

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue view -1i
JID 384818826920

[Job ID=JID 384818826920]

Job Name=Configure: VOSS.SL.11-0

Status=Completed

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Thu, 02 Dec 2021 15:57:50]
Actual Completion Time=[Thu, 02 Dec 2021 16:02:17]
Message=[PR19: Job completed successfully.]
Percent Complete=[100]

Verify SDPM current size

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn get Bios.SdpmSetting
[Key=BIOS.Setup.l-1#SdpmSetting]

#SdpmBbulPres=Present

#SdpmBbu2Pres=Present

#SdpmCurrentSize=SdpmMem0

SdpmDefaultSize=SdpmMemO

#SdpmVaultDrivePath0=536870912

#SdpmVaultDrivePathl=553648128

#SdpmVaultDrivePath2=570425344

Verify Security Status on VOSS SED

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage get pdisks -o -p
securitystatus
VOSS.SL.11-0

SecurityStatus = Secured
VOSS.SL.11-1
SecurityStatus = Secured

Disable SDPM

®| NOTE: This step can be skipped if the SDPM Current Size already reports zero.

RAC1017: The object value has been successfully modified, and the change is in a pending state.

e To apply a modified value, create a configuration job and reboot the system.
e To create the commit and reboot jobs, use the jobqueue command.
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e For more information about the jobgqueue command, see RACADM help.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn set
BIOS.PersistentMemorySetting.NvdimmFactoryDefault NvdimmFactoryDefaultEnable
C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd -nocertwarn jobgqueue create
BIOS.Setup.1-1 -r pwrcycle -s TIME NOW

®| NOTE: A staged job must be scheduled for this operation. A host reboot is required to set the SDPM current size.

RAC1024: A job has been successfully scheduled.

e Verify the job status using the racadm jobqueue view -i JID xxxxx command.
Commit JID: JID 384818826920
Reboot JID: RID 384818827401

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn Jjobgqueue view -1
JID 384818826920

[Job ID=JID 384818826920]

Job Name=Configure:BIOS.Setup.l-1
Status=Completed

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Thu, 02 Dec 2021 15:57:50]
Actual Completion Time=[Thu, 02 Dec 2021 16:02:17]
Message=[PR19: Job completed successfully.]
Percent Complete=[100]

Configure SDPM using Server Configuration Profile

Enable SDPM

This SCP file displays only the configuration changes required to enable SDPM:

<Component FQDD="BIOS.Setup.l-1">

<Attribute Name="NvdimmFactoryDefault">NvdimmFactoryDefaultEnable</Attribute>
<Attribute Name="SdpmDefaultSize">SdpmMem32</Attribute>

</Component>

1. Run the command to import this SCP file from an HTTP share.
2. Confirm that the SCP import job is marked “Completed.”

Disable SDPM

This SCP file displays only the configuration changes required to disable SDPM:

<Component FQDD="BIOS.Setup.l-1">

<Attribute Name="NvdimmFactoryDefault">NvdimmFactoryDefaultDisable</Attribute>
<Attribute Name="SdpmDefaultSize">SdpmMem32</Attribute>

</Component>

1. Run the command to import this SCP file from an HTTP share.
2. Confirm that the SCP import job is marked “Completed.”
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Cryptographic Erase

Topics:

*  Overview

*  Cryptographic Erase using the iDRAC Ul

e Cryptographic Erase using Redfish

¢« Cryptographic Erase using RACADM

¢ Cryptographic Erase using Server Configuration Profile

Overview

Cryptographic erase permanently deletes data on encryption-capable drives and resets security attributes. It works with CPU-
attached NVMe and SEDs linked to PERC, HBA, BOSS-N1, ROR-N1, and M.2 SEDs in the SDPM solution. For more on Instant
Scramble Erase (ISE), see Instant Scramble Erase.

@ NOTE: If Auto Secure is enabled, CPU-attached NVMe SEDs secure again on the next boot. Disable Auto Secure before
erasing a SED. This does not apply to drives behind BOSS-N1, ROR-N1, or SDPM solution. If security is enabled on the
controller, drives behind BOSS-N1 and ROR-N1 will always auto-secure.

@ NOTE: For cryptographic erase to work, the drive cannot be in a RAID volume. If using PERC, BOSS-N1, or ROR-N1, delete
the volume first.

@ NOTE: Schedule a staged job for secured CPU-attached NVMe and SEDs behind BOSS-N1and ROR-N1.

Cryptographic Erase using the iDRAC Ul

1. Start iDRAC using any supported browser.
2. On the iDRAC UlI, click Dashboard > Storage > Physical Disks.
3. From the Actions drop-down menu of the supported drive, select the Cryptographic Erase option.

Encryption

Number Protocol Type Stats Ca Manufacturer Resision  Actions

Samsung Electionics

Co Ld

31.2 ALTION w

Capable

Figure 85. Physical disk options
4. Select At Next Reboot and click Apply.

Apply Operation Mode

Please select the method for applying this action

og

Figure 86. Apply Operation Mode

B. Go to the Job Queue to view the scheduled job.
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6. Restart the server to run the configuration job.

7. After restarting the server, the configuration job runs in the Automated Task Application mode to perform cryptographic
erase on the selected drive.

8. After the POST or Collecting Inventory operation completes, ensure that the job ID has been marked "Completed" on the
Job Queue page.

Cryptographic Erase using Redfish

®| NOTE: Specify your supported SED FQDD in the URI below.

Command: POST

URI: /redfish/v1/Systems/System.Embedded.1/Storage/CPU.1/Drives/
Disk.Bay.l2:Enclosure.Internal.0-1/Actions/Drive.SecureErase

Header: content-type application/Jjson

Auth: Basic

Body: {}

®| NOTE: You must pass in an empty body.

®

NOTE: In the Headers output, the Location property returns a job ID URI. Run GET on this URI to monitor the job status

until it is marked “Completed.” If the job stops in a "Scheduled" state, a server reboot is required to run the job.

Cryptographic Erase using RACADM

Specify your supported SED FQDD in the commands below.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage
cryptographicerase:Disk.Bay.1l2:Enclosure.Internal.0-1
RAC1040 : Successfully accepted the storage configuration operation.

e To apply the configuration operation, create a configuration job, and then restart the server.
e To create the required commit and reboot jobs, run the jobqueue command.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue create
Disk.Bay.l2:Enclosure.Internal.0-1 -r pwrcycle -s TIME NOW

RAC1024: A job has been successfully scheduled.

e \Verify the job status using the racadm jobqueue view -i JID_ xxxxx command.
Commit JID: JID 384818826920

Reboot JID: RID 384818827401

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue view -1i
JID 384818826920

[Job ID=JID 384818826920]

Job Name=Configure:Disk.Bay.l2:Enclosure.Internal.0-1
Status=Running

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Thu, 02 Dec 2021 15:57:50]

Actual Completion Time=[Not Applicable]
Message=[PR20: Job in progress.]

Percent Complete=[1]

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn Jjobgqueue view -1
JID 384818826920

[Job ID=JID 384818826920]
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Job Name=Configure:Disk.Bay.l2:Enclosure.Internal.0-1
Status=Completed

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Thu, 02 Dec 2021 15:57:50]

Actual Completion Time=[Thu, 02 Dec 2021 16:02:17]
Message=[PR19: Job completed successfully.]

Percent Complete=[100]

@ NOTE: The example above is performing cryptographic erase on a CPU attached NVMe SED. If you are performing

cryptographic erase on a drive behind a storage controller, you must pass in the supported drive FQDD to the cryptographic

erase command, then pass in the storage controller FQDD to create a job.

An example of a supported SED behind BOSS-N1 is shown below.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage
cryptographicerase:Disk.Direct.1-1:B0OSS.SL.12-1

RAC1040: Successfully accepted the storage configuration operation.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue create
BOSS.SL.12-1 -r pwrcycle -s TIME NOW

RAC1024: Successfully scheduled a job.

e Verify the job status using the racadm jobqueue view -i JID xxxxx command.
Commit JID: JID 384818826920
Reboot JID: RID 384818827401

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn Jjobgqueue view -1
JID 384818826920

[Job ID=JID 384818826920]

Job Name=Configure: BOSS.SL.12-1
Status=Running

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Thu, 02 Dec 2021 15:57:50]
Actual Completion Time=[Not Applicable]
Message=[PR20: Job in progress.]

Percent Complete=[1]

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn Jjobgueue view -1
JID 384818826920

[Job ID=JID 384818826920]

Job Name=Configure: BOSS.SL.12-1

Status=Completed

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Thu, 02 Dec 2021 15:57:50]
Actual Completion Time=[Thu, 02 Dec 2021 16:02:17]
Message=[PR19: Job completed successfully.]
Percent Complete=[100]

Cryptographic Erase using Server Configuration
Profile

This SCP file displays only the SEKM configuration changes required to erase supported drives:

®| NOTE: For CPU attached NVMe and VOSS SEDs, set PCleSSDsecureErase to “True.”
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C>|NOTE:F0rSEDSbemndPERC,BOSS—N1,&K1ROR—leetCryptoqraphic Erase to “True.

Component FQDD="Disk.Bay.l8:Enclosure.Internal.0-2">
<Attribute Name="PCIeSSDsecureErase">True</Attribute>
</Component>
<Component FQDD="Disk.Direct.0-0:BOSS.SL.12-1">
<Attribute Name="Cryptographic Erase">True</Attribute>
</Component>
<Component FQDD="VOSS.SL.11-0">
<Attribute Name="PCIeSSDsecureErase">True</Attribute>
</Component>
<Component FQDD="Disk.Direct.0-0:ROR.Integrated.1-1">
<Attribute Name="Cryptographic Erase">True</Attribute>
</Component>

1. Run the command to import this SCP file from an HTTP share.
2. Confirm that the SCP import job is marked "Completed."
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Overview

PSID Revert

PSID revert using the iDRAC Ul

PSID revert using Redfish

PSID revert using RACADM

PSID revert using Server Configuration Profile

Users can select an individual SED and perform a PSID revert operation by using the methods below.

@lNOTE: This operation can be performed in real-time without a server reboot.

PSID revert using the iDRAC Ul

Start iDRAC using any supported browser.
2. Go to the iDRAC Dashboard > Storage > Physical Disks.
3. From the Actions dropdown for your supported drive, select the PSID Revert option.

4 PSID Revert

please provide the PS

T
55 OK to perform the operation for the selected

T
hysical disk

The PSID can usually be obtained by looking at the printed label on the device

PSID CGRH1MBOTAWKLBO2366E5R9Z8GKE9NX0

=IE

Figure 87. PSID Revert option

4. Select Ok to add the pending operation for the selected disk.

@lNOTE: The PSID is printed on the physical label of the drive and is not displayed in iDRAC drive inventory.

PSID Revert

Use PSID revert when iDRAC cannot unlock a drive that is secured by an authentication key. This feature permanently erases all
user data, making the drive available for resecuring. To access data, unlock the drive on the original system.

This feature works on CPU-attached NVMe and SEDs behind HBA, BOSS-N1, ROR-N1, and SDPM. For PERC-attached SEDs,
use the legacy cryptographic erase instead of PSID revert.
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Apply Operation Mode

Please select the method for applying this action.

Figure 88. Apply Operation Mode

5. Select Apply Now, then click Apply to run the operation.
6. Go to the Job Queue to monitor the status of the job and ensure it has been marked "Completed."

PSID revert using Redfish

@l NOTE: Specify your supported SED FQDD and PSID in the URI below.

Command: POST

URI: /redfish/v1/Systems/System.Embedded.1/0Oem/Dell/DellRaidService/Actions/
DellRaidService.CryptographicEraseWithPSID

Header: content-type application/json

Auth: Basic

Body: {"DriveFQDD":"Disk.Bay.l2:Enclosure.Internal.0-1","PSID":"CGRHINBOTAWKLBQ2366E5R

NOTE: In the Headers output, the Location property returns a job ID URI. Run GET on this URI to monitor the job status
until it is marked “Completed.” If the job stops in a "Scheduled" state, a server reboot is required to run the job.

®

PSID revert using RACADM

@l NOTE: Specify your supported SED FQDD in the commands below.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --

nocertwarn storage cryptographicerase:Disk.Bay.l2:Enclosure.Internal.0-1 -psid
CGRHINBOTAWKLBQ2366E5R9Z8GK59NX0

C:\>racadm -r 192.168.0.120 -u P@sswOrd -p P@sswOrd --nocertwarn jobqueue create
Disk.Bay.l2:Enclosure.Internal.0-1 --realtime -s TIME NOW

NOTE: The example above performs a PSID revert on a CPU attached NVMe SED. If you are performing a PSID revert on a
drive behind a storage controller, you must pass in the supported drive FQDD to the PSID revert command, and then pass in
the storage controller FQDD to create a job.

An example of a supported SED behind BOSS-N1 is shown below.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage
cryptographicerase:Disk.Direct.1-1:B0SS.SL.12-1 -psid CGRHINBOTAWKLBQ2366E5R9Z8GK59NX0
C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue create
BOSS.SL.12-1 --realtime -s TIME NOW

PSID revert using Server Configuration Profile

This SCP file displays only the SEKM configuration changes required to PSID revert supported drives:
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®| NOTE: For CPU attached NVMe and VOSS SEDs, set PCleSSDsecureErase to “True.”
®| NOTE: For SEDs behind BOSS-N1and ROR-N1, set Cryptographic Erase to “True.”

Component FQDD="Disk.Bay.l1l8:Enclosure.Internal.0-2">
<Attribute Name="PCIeSSDsecureErase">True</Attribute>
<Attribute Name="PSID">CGRHINBOTAWKLBQ2366E5R9Z8GK59NX0</Attribute>
</Component>
<Component FQDD="Disk.Direct.0-0:BOSS.SL.12-1">
<Attribute Name="Cryptographic Erase">True</Attribute>
<Attribute Name="PSID">DGRHINBOTAWKLBQ2366E5R9Z8GK59NX0</Attribute>
</Component>
<Component FQDD="VOSS.SL.11-0">
<Attribute Name="PCIeSSDsecureErase">True</Attribute>
<Attribute Name="PSID">EGRHINBOTAWKLBQ2366E5R9Z8GK59NX0</Attribute>
</Component>
<Component FQDD="Disk.Direct.0-0:ROR.Integrated.1-1">
<Attribute Name="Cryptographic Erase">True</Attribute>
<Attribute Name="PSID">FGRHINBOTAWKLBQ2366E5R9Z8GK59NX0</Attribute>
</Component>

1. Run the command to import this SCP file from an HTTP share.
2. Confirm that the SCP import job is marked “Completed.”
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PERC LKM to SEKM Transition

Topics:

*  Overview

«  PERCM LKM to SEKM transition using the iDRAC Ul

e PERC LKM to SEKM transition using Redfish

¢ PERC LKM to SEKM transition using RACADM

* PERC LKM to SEKM transition using Server Configuration Profile

Overview

The PERC LKM to SEKM migration feature provides PERC LKM users with the ability to transition to SEKM once it is enabled
on iDRAC. This enhancement ensures a seamless and secure transition process.

A new property, SupportsLKMtoSEKMTransition, has been added. A value of "Yes" indicates that PERC supports the
transition from LKM to SEKM. SEKM must be enabled on iDRAC before requesting a PERC LKM to SEKM transition. Users
can request this transition through any iDRAC interface. For security reasons, the PERC LKM passphrase is required when
requesting the transition.

If using PERC 11 or older, a staged job must be scheduled for this operation. For PERC 12 or newer generations, a real-time job
can be initiated. Once PERC is in SEKM mode, transitioning back to LKM mode is not allowed. Also, the PERC LKM to SEKM
transition is not allowed while the system is in lockdown mode.

PERCM LKM to SEKM transition using the iDRAC Ul

Start iDRAC using any supported browser.

Go to the iDRAC Dashboard > Storage > Controllers.

Select the Actions dropdown for your supported PERC, then click Edit.

Go to Security, then select Secure Enterprise Key Manager from the Security dropdown.

N N
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PERC H965i Front (Embedded)

Controller Properties

Rates Security (Encryption Status)  Local Key Management

Security (Encryption) | Actions i

Actions

Create Security Key
Change Security Key
Delete Security Key

Secure Enterprise Key Manager
Rekey

Figure 89. LKM to SEKM security

5. Click Next.
6. Enter your Security Key Passphrase.
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PERC H965i Front (Embedded) L 7]

Controller Properties

sy

Rates Security (Encryption Status)  Local Key Management
Security (Encryption) Secure Enterprise Key Manager v
Security Key Identifier test_ID

Security Key Passphrase* ~ jessseees

Instruction: Provide the Local Key Management "Security Key Passphrase” to perform the LKM to SEKM
transition

Figure 90. Security passphrase

7. Click Add to Pending.

Pending Operation Created

ou

i
w

i ~
e mrrastad randinm Aanaratinn An Cantrallar
LLCoo CICalcyd PCiid LRCTaliOn On CONUONc

wy

PERC H965i Front (Embedded)
Order v Component Type Component Name Operation

et I Py I R
Controller PERC H965! Front (Embedded Create Security Key

Apply Later Apply Now At Next Reboot At Scheduled Time

Figure 91. Pending Operation

8. Select Apply Now for PERC 12 and newer generations.
9. Select At Next Reboot for PERC 11 and older generations.

@lNOTE: The Apply Now option is not supported for this operation on PERC 11 and older generations.

(D NOTE: If the Apply Now option is selected, the job runs in real-time without a server reboot. Once you go to the Job
Queue, this job should be marked "Running."

10. Ensure that this job has been marked "Completed."
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PERC LKM to SEKM transition using Redfish

Command: POST

URI: /redfish/v1/Systems/System.Embedded.1/0Oem/Dell/DellRaidService/Actions/
DellRaidService.EnableControllerEncryption

Header: content-type application/Jjson

Auth: Basic

Body: {"Key": "Delll23!", "Mode": "LKM TO SEKM", "TargetFQDD": "RAID.SL.3-1"}

NOTE: In the Headers output, the Location property returns a job ID URI. Run GET on this URI to monitor the job status
until it is marked “Completed.”

®

PERC LKM to SEKM transition using RACADM

®| NOTE: Use the same passphrase that was used to enable LKM on PERC.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage
setencryptionmode:RAID.Integrated.l-1 -mode SEKM -passphrase Delll23!
C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage get controllers -o

-p encryptionmode, keyid, supportslkmtosekmtransition
RAID.Integrated.1-1

EncryptionMode = Local Key Management

KeyID = testID

SupportsLKMtoSEKMTransition = Yes
C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage
setencryptionmode:RAID.Integrated.l-1 -mode SEKM -passphrase Testl23
C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn Jjobgqueue create

RAID.Integrated.l-1 -s TIME NOW -realtime

Verify the job status using the racadm jobqueue view -i JID xxxxx command.

Commit JID: JID 385106379901

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue view -1i
JID 385106379901

[Job ID=JID 385106379901]

Job Name=Configure: RAID.Integrated.1l-1
Status=Running

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Thu, 02 Dec 2021 23:57:05]
Actual Completion Time=[Not Applicable]
Message=[PR20: Job in progress.]

Percent Complete=[1]

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn jobqueue view -1i
JID 385106379901

[Job ID=JID 385106379901]

Job Name=Configure: RAID.Integrated.l-1
Status=Completed

Scheduled Start Time=[Now]

Expiration Time=[Not Applicable]

Actual Start Time=[Thu, 02 Dec 2021 23:57:05]
Actual Completion Time=[Fri, 03 Dec 2021 00:01:11]
Message=[PR19: Job completed successfully.]
Percent Complete=[100]

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn storage get controllers -o
-p encryptionmode, keyid

RAID.Integrated.1l-1
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EncryptionMode = Secure Enterprise Key Manager
KeyID = 9DC2F2FOD42DDE89AD9FFD5F3B68239195FE32DF2F75BFB73B44BD61B7A01E39

PERC LKM to SEKM transition using Server
Configuration Profile

This SCP file displays only the SEKM configuration changes required to transition from LKM to SEKM on PERC:

<Component FQDD="RAID.SL.1-1">

<Attribute Name="EncryptionMode">Secure Enterprise Key Manager</Attribute>
<Attribute Name="OldControllerKey">Delll23!</Attribute>

</Component>

1. Run the command to import this SCP file that is on an HTTP share.
2. Confirm that the SCP import job is marked “Completed.”
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IDRAC Initiated KMS Key Purge

Topics:

*«  Overview

*  Configure Key Purge Policy using Redfish

*  Configure Key Purge Policy using RACADM

¢ Configure Key Purge Policy using Server Configuration Profile
* Disable Key Purge on SEKM

Overview

iDRAC purges unused keys at the Key Management Server (KMS) as part of SEKM. When iDRAC rekeys secured storage
devices on the server, it generates a new key at the KMS each time. This can lead to a buildup of unused keys, especially with
multiple iDRACs enabled for SEKM.

To manage this, iDRAC offers a policy setting to purge old unused keys at the KMS during a Rekey operation. Users can set the
iDRAC attribute KMSKeyPurgePolicy to one of the following values:

o Keep All Keys: This is the default setting, where iDRAC leaves all keys on the KMS untouched.
e Keep N and N-1 keys: iDRAC deletes all keys at the KMS except the current (N) and previous key (N-1).

After a Rekey operation, iDRAC verifies the policy, purges keys accordingly, and logs a message to Lifecycle logs to indicate
success or failure.

Here is an example of a Lifecycle log entry after a Rekey operation with the Purge policy set to "Keep N and N -1 keys":

Table 6. Lifecycle log entry example

Key Message

SEKMO036 The Key Purge operation is successfully completed at the
KMS. 5 keys are purged.

Configure KMIP to delete keys

Enable this setting on CipherTrust Manager KMS to delete both the key and its metadata when iDRAC requests it. Without this
setting, the key is deleted, but the key ID remains visible at the KMS.

Configure KMIP

Enable hard delete e Auto Registration Registration Token *

qaPp0zZ93m1XbXEx36ypjDf3nWI2gQa3T0

Figure 92. Configure KMIP

@l NOTE: This setting is not required on other supported Key Management Servers.
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Purge old keys

After setting the iDRAC key purge policy, iDRAC tags the keys it generates with the server service tag for identification and
purging. For older keys without a service tag, users can enable the KMSPurgeOldKeys attribute. When enabled, iDRAC deletes
all old keys without a service tag during a Rekey operation and then resets the attribute to “Disabled.”

A
®

WARNING: If users share keys between different iDRACs, or if keys from other iDRACs are in the same KMS
Domain, all such keys are deleted.

NOTE: Ensure the user that represents your iDRAC on the KMS is not configured as a Key Admin during the
KMSPurgeOldKeys operation.

Configure Key Purge Policy using Redfish

Command: PATCH

URI: /redfish/vl1/Managers/iDRAC.Embedded.1/0Oem/Dell/DellAttributes/
iDRAC.Embedded. 1

Header: content-type application/json

Auth: Basic

Body: {"Attributes": {{"SEKM.1l.KMSKeyPurgePolicy": "Keep N and N-1 keys",
"SEKM.1.KMSPurgeOldKeys": "Enable"}}

Configure Key Purge Policy using RACADM

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn set
idrac.SEKM.KMSKeyPurgePolicy "Keep N and N-1 Keys"
[Key=idrac.Embedded.l1#SEKM. 1]

Object value modified successfully

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn set
idrac.sekm.kmspurgeoldkeys Enable

[Key=idrac.Embedded.l#SEKM. 1]

Object value modified successfully

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn get
idrac.sekm.kmspurgeoldkeys

[Key=idrac.Embedded.1#SEKM.1]

KMSPurgeOldKeys=Enable

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn get

idrac.SEKM.KMSKeyPurgePolicy
KMSKeyPurgePolicy=Keep N and N-1 keys

Configure Key Purge Policy using Server
Configuration Profile

Enable Key Purge policy

This SCP file displays only the SEKM configuration changes required to configure the Key Purge Policy:

<Component FQDD="iDRAC.Embedded.1">
<Attribute Name="SEKM.1#KMSKeyPurgePolicy">Keep N and N-1 Keys</Attribute>
</Component>
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1. Run the command to import this SCP file from an HTTP share.
2. Confirm that the SCP import job is marked “Completed.”

Disable Key Purge on SEKM

When SEKM is disabled on iDRAC, it can leave unused keys at the KMS when SEKM is disabled. To address this, iDRAC allows
the deletion of these keys.

The -purgeKMSKeys option has been added to the racadm sekm disable command, enabling users to purge keys at the
KMS when SEKM is disabled. iDRAC checks this option, purges keys that are tagged with the server service tag, and logs the
result. To delete old keys without a service tag, enable the KMSPurgeOldKeys attribute.

®| NOTE: To purge old keys with SEKM already disabled, re-enable SEKM, then disable it using the —-purgeKMSKeys option.

®| NOTE: This setting is not available from the iDRAC Ul.

Key Purge on SEKM disabled using RACADM

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn sekm disable -purgeKMSKeys

SEKMO0213: The SEKM disable operation is successful.
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IDRAC Volatile Key Caching

Topics:

*«  Overview

¢« Configure VKC using Redfish

e Configure VKC using RACADM
¢« VKC guidelines and limitations

Overview

iDRAC Volatile Key Caching (VKC) provides an option for iDRAC to cache the SEKM authentication key in volatile memory. This
feature is useful in scenarios where iDRAC cannot connect to the external Key Management Server (KMS) to fetch the key. It
does not require a new license and is available with the existing SEKM license.

Prerequisites

iDRAC Data Center or Enterprise license

iDRAC SEKM license

iDRAC firmware which supports SEKM VKC

Supported storage devices updated to SEKM supported firmware
SEKM enabled on iDRAC

124 iDRAC Volatile Key Caching



Key Management
Server

o

ey received from
KMS

Dell PowerEdge Server

Direct
Attached
Drives

PERC VOSss
BOSS drives Attached Attached

drives drives

Figure 93. Solution architecture

Enable volatile key caching by setting KeyCachingPolicy on iDRAC. iDRAC fetches the key from the KMS, encrypts it with
its Hardware Root Key and a random initialization vector, and stores it in volatile memory. This cached key unlocks drives when
iDRAC cannot connect to the KMS. iDRAC always tries to connect to the KMS first. On host reboot, the cached key unlocks the
secured devices. The key can unlock, secure, or erase a device but cannot rekey it. When rekeyed, iDRAC gets a new key from
the KMS and caches it.

KeyCachingPolicy is available under the SEKM attributes group. This property can be set to define the key caching policy
for SEKM. Here are the supported values for this attribute:

e No Caching: Default value
e Cache in Volatile Memory

KeyCachingStatus is available under the SEKM attributes group. This property can be checked to see if the key has been
cached or not. Here are the supported values for this attribute:

e Key Not Cached: Indicates iDRAC does not have the key that is cached in volatile memory
e Key Cached in Volatile Memory: Indicates iDRAC has the key that is cached in volatile memory

Below are example Lifecycle (LC) log entries that are related to VKC:
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Table 7. Lifecycle log examples

Key Message

SEKMOO05 The SEKM setting KeyCachingPolicy is changed from “No
Caching” to “Cache in Volatile Memory.”

SEKM100 iDRAC has used the cached key because iDRAC could not
connect to the Key Management Server.

SEKM101 iDRAC has deleted the cached key because either the SEKM
or the key caching feature was disabled.

SEKM102 iDRAC has deleted the cached key because Key Management
Server rejected a request to get the key.

SEKM103 iDRAC has successfully obtained the key
ed401la33ela’7ed4d77391326baaadbafb27d484eabf68e6
46£ffbd69c4b95246a00c from the Key Management
Server, and then locally cached it.

SEKM104 iDRAC is unable to cache the key
ed40la33ela7ed77391326baaadbafb27d484ecabf68eb
46ffbd69c4b95246a00c because iDRAC could not obtain
the key from the Key Management Server.

Configure VKC using Redfish

Enable VKC

Command:

URI:

Header:
Auth:
Body:

PATCH

/redfish/v1/Managers/iDRAC.Embedded.1/0Oem/Dell/DellAttributes/
iDRAC.Embedded. 1

content-type application/Jjson
Basic

{"Attributes": {"SEKM.l.KeyCachingPolicy": "Cache in Volatile Memory"}}

Verify VKC attributes

Command:

URI:

Auth:

Response example:

Disable VKC

Command:

URI:

Auth:

GET

/redfish/v1/Managers/iDRAC.Embedded.1/0Oem/Dell/DellAttributes/
iDRAC.Embedded. 1

Basic
{“SEKM.1l.KeyCachingPolicy": "Cache in Volatile Memory"}
{"SEKM.1l.KeyCachingStatus": "Key cached in Volatile Memory"}
PATCH

/redfish/v1/Managers/iDRAC.Embedded.1/0Oem/Dell/DellAttributes/
iDRAC.Embedded. 1

Basic
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Body: {"Attributes": {"SEKM.1l.KeyCachingPolicy": "No caching"}}

Configure VKC using RACADM

Enable VKC

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn set
idrac.sekm.KeyCachingPolicy "Cache in Volatile Memory"
[Key=idrac.Embedded.l#SEKM.1]

Object value modified successfully

Verify VKC

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn get idrac.sekm
[Key=idrac.Embedded.l#SEKM. 1]

AutoSecure=Disabled

#iLKMStatus=Disabled

IPAddressInCertificate=Enabled

KeyAlgorithm=AES-256

KeyCachingPolicy=Cache in Volatile Memory

#KeyCachingStatus=Key cached in Volatile Memory

#KeyCreationPolicy=Key per iDRAC
#KeyIdentifierN=e40la33ela7e477391326baaadbafb27d484eabf68e646ffbd69c4b95246a00c
#KeyIdentifierNMinusOne=

KMSKeyPurgePolicy=Keep All Keys

#SecurityMode=SEKM

#SEKMStatus=Enabled

#SupportStatus=Installed

Disable VKC

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn set
idrac.sekm.KeyCachingPolicy "No caching"
[Key=idrac.Embedded.l#SEKM. 1]

Object value modified successfully

VKC guidelines and limitations

When KeyCachingPolicy is enabled, iDRAC automatically caches the key. A host reboot is not required and does not delete
the cached key. The encrypted key is stored in the iDRAC's volatile RAM as part of the KMIP client’s data segment, making it
inaccessible to other processes within iDRAC or to iDRAC users, and it is not displayed by any interfaces. iDRAC deletes the
cached key from volatile memory in the following scenarios:

e KeyCachingPolicy is disabled
SEKM is disabled
iDRAC can connect to the KMS but unable to fetch the key (for example, key that is deleted at KMS or modified key
permission)
Loss of power to server o iDRAC reset
Systems erase

KeyCachingStatus is a read-only attribute and cannot be modified.

e VKC is supported only through RACADM or Redfish interfaces, and while SCP export will list key caching attributes, SCP
import of these attributes is not supported. The cached key will no longer be available after an iDRAC reset. If the KMS is
down once iDRAC comes back up from reset, any secured drives will become locked after a server reboot. To unlock the
drives, iDRAC must reestablish a connection with the KMS and cache a new key.
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All iDRAC actions related to key caching are available in Lifecycle logs. The SEKM103 message string references the key ID,
not the actual key. A user can boot a system even when the connection to the KMS is not available if KeyCachingPolicy is
enabled. However, if KeyCachingPolicy is disabled, the user cannot boot the system without a connection to the KMS.

128 iDRAC Volatile Key Caching



Import Pre-Generated Host Certificate and
Private Key into iDRAC using Redfish

Topics:

. Overview
¢ Custom Certificate
. Custom PEM certificate

Overview

SEKM_CUSTOM_CERT and SEKM_CUSTOM_PEM_CERT include a signed client certificate and private key. These certificates
can replace SEKM_SSL_CERT, eliminating the need to generate a CSR for each iDRAC and allowing the same client certificate
to be uploaded to multiple iDRACs.

@ NOTE: It is the system’s administrator's responsibility to store and maintain the CSR since it is not stored on iDRAC.

@ NOTE: The KMS_SERVER_CA certificate must still be uploaded to iDRAC for a successful connection to your supported
Key Management Server.

@ NOTE: SEKM_CUSTOM_CERT and SEKM_CUSTOM_PEM_CERT can only be imported from the Redfish interface.

You must generate a CSR and private key using OpenSSL. The workflow below demonstrates the process of creating a .p12
certificate bundle for SEKM_CUSTOM_CERT on a Linux system and importing the certificate using Redfish.

- PEM pass phrase:
- Enter PEM pass :
localhost certs]# openssl reg -new -key privatekey.pem -out csr.pem
ss phr for privat y.pem:
e about to be asked to enter information that will be incorporated
our certificate reque
o enter is what is called a Distinguished Name or a DN.
fields but you ca ave some blank
- some field e will be a default ue,
you enter '.', the field will be left blank.

untry Name (2 letter code) [XX]:US
L name) []:Texas
ult City]:Round Rock
[Default Company Ltd]:Dell
Organizational Unit Name (eg, section) []:ISG
Common Nar your name or your server's hostname) []:idrac-CPe9511
Email Add :tester@dell.com

enter the foll g [s ¢tra' attributes
nt with your ificate request

ort -out client certificate.pl2 - certificate z irivate key.pem
e key.pem:

Verifying - Enter
[root@localhost certs]# openssl base64 -in client certificate.pl2 -out basef4encoded

Figure 94. SEKM custom certificate
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Take the contents of base64encoded and pass it into CertificateFile in the Redfish request body, as shown in the next
section.

Custom Certificate

This section demonstrates how to install and view the custom SEKM certificate.

®| NOTE: The certificate file in the request body can be generated using OpenSSL, which is shown in the previous section.

Upload certificate

Expected status 200 OK
code:
Command: POST
URI: /redfish/v1/Managers/iDRAC.Embedded.1/0Oem/Dell/DelliDRACCardService/
Actions/DelliDRACCardService.ImportCertificate
Header: content-type application/json
Auth: Basic
Body:
{"CertificateType": "SEKM CUSTOM CERT",
"CertificateFile":

"MITLWQIBAzZCCCx8GCSgGSIb3DQEHAACCCxAEggsMMIILCDCCBb8GCSgGSIb3DQEH
BgCCBbAWggWsSAGEAMIIFpQYJKoZIhveNAQcBMBWGCigGSIb3DQEMAQYwDgQIUL9Jd
zX4eaasCAggAgIIFeMLhV0O6j001lndlRTnhDKkcE6s0cAPyXd3+NXs5noY+dU9SyAy
sOkfm+YSZOJDBAKHXggbI83YjY80S7NzRpuaHex1liIeQQaOHPEqgqs3s2v17EBIggH
dsc32f2gt7+Wb4aHyORL10kS5YW+FEAWVMV2isItOK/Powrt97L3sAghVHZrmwkDr
m9HJIQS6B2JVwaiOysYTwGIb/n6jcpgQBONbZt LkHNN6ESE/Pp438g/073/6k0/Jsd
OoRAEUvVjeuTaAZe58uAVIcBlSe6euinAOXYRHVSPHMQPkb+trFY/pWzTgGttB5WsX
6LskKQY5bnL84F02S72M7cvHLPkjJ4/wv7ttILCzFS6+0RTdkBY5JJtaD7/AWIRRW
hAGV8AeZjwWGRKbZAWReebIBjeqGxRUARYYgzpP9cB4FU/vUuApKAH5336X+4PxLSs
AE3rAMOE/zxyTbYv3s7S/21NvrQxNiwv6BJIxD/vxdmHANOUxbA4bgqgQcMNLMt0Q82
2C2a3hA/5+gfYhzE/gqSMPNnRBRXwVDDMQZ0dUVAaWIFZLYULlf1kJOkZgsnKP1JtwZ
Q/BezVDYvnmdmkBcFak5V5fHzndVGQ9acsuNnOIKruabpoK/veCSu5arEZPWg7M9
NknJFMeUO0O/knY6+onYbgwIXVJIIWImZjYinwgVSgiom+bdL30zXpWKByTybnglvz
rU/1i3+19s4gJMQ9n/ZcgN8CD+amKUmhden3D6CZ21ifVprhx37GORA5AP538Ew0x
1Wnt fEN2bLpbuH4tbOyFn/LLOOMNnshfSxSROPHACIm6kB4sogRbuDKoKQKglytka
+£z0006NUL17U/tppyhc3gT7z5D1igq34+e0dP1CwRpy32zSjUr0ClyH3M5zaPGAavO
w4Ec10dshZlpFjixb+dI14hp7sErNhdDjZZKINEfW/x0OXCCORoJFDyJ1hS8DwIg2n
63VEMwWBY+U7FmGsdngldKxvPEIX5LFGSqOug6+Yv23/jLa/yVaskxH1EzzGpr0jl
3/0GtKvObbgMp7rbWoAOMM6ONNIvMXP1InvQPKI4LSygWdYmMgRWUFXWE3fCL2nToT4
YEPlo8PWVXSti+sQYwwO9+7Xx1bkiKvLRC7r6B0ZI20NSJIW/sFAsuKjahs9BkJEC
agdkZ+QAJ7tJuok+X7gToz0HhYrP4t9QE2WbV89eN9/B0Oj91/00cCuEox1NOuvyR
yZcZUwvoRptnpd3Rr2eG5+tSO/mPnBHKWS/gCcYkorrGMBfMYg2sE9Kf3zpCohTz
18R171abyZviGk2sFmfJ+b2mhyxqdbXjJGF7Z3r51L0tjGgYE3L0yy6GHeQLtJ3k
/XT£S0heRyE7fmP7UdB10X051JRaRC3nx+VANoXnu7MgqOLppRYJFnlynD4EKI3r7
hPwAPzE1lfunkt/9tY1rUcX1JPnZ+/8pBphVT9kyGPyunB5DtfE447AQIEY+YRA6Y
cYoj9jy5rffOYS/GOw8EzgcmWES+NeyqThi3/pPVk7/B4WjwRYUeov3NpLuiLcma
/LgjWlkBw/D0ci93HO+i2¢cXjM/4sqIld5bcgrMfHOSSd211jMBalhgyIwVEQO69Pre
iWhdAvml0TXIxnAgCrexleakVwbW3Y81xDZWy6valGl05XbQ2k7SDT2z7jjLsBimh
1iF40+rXUYsFviLsvuRroR9TAZBWr6E5f/TkMDp/ahbvIM3+KWommPOWCt62zgun
NjHEov63J+3SQSc8iyvcvEFLQZGRneEx/haGkDRD/AZmXsN2FtjF3s00/BjjIp0e
tJ2yJZmYuy2316E/RfRf1AkSLw5kgdZgT0y0DMDOnM4mDP4AhlSb5uBoggbdbmlo
7/LdjBRIHO3NwwIfLI9dniLkYDnRCMIIFQQYJKoZIhvcNAQcBoIIFMgSCBS4wggUqg
MIIFJgYLKoZIhvcNAQWKAQKgggTuMIIEG6jAcBgoghkiGOwOBDAEDMA4ECNtnIml 4
RylgAgIIAASCBMhNWTgLOcm3Dm5Tj1FZ+Ip+3Sz+c3LYagscYAgqXUaQMAUcayzNf
05J375dd4ngSyOp/RKOeK8p6PoF3Z2I+cQ432afCsszLu8xj7CdEaTVXIbEQIfPZPg
e5zLNR5sweAlgNook6Mnwitig4gNufjkwDJH3VPNe53R2EG7FkgfOQ19MntBBN6B
kpRtZVL1surV3uJdpL94iSrDYk+8k45IuC0Q5nYPyL7/vkBsux1APR+qd/LO0wz3ss
aF+1iDgC6hT3ncmK+aia2EYSWGV4AH/Q3C1lVyrgWtXb680oEfmab6M60gdXGW2X3+L
Us1lBYtGiyNOJKg/wRMIeZV08JULzubG3IDJ87P+TD2un81QLSUelidJW3HSZNWNn
/AuzT9PgYgJruPtI32PRFgOnmmjd/b0gxnp+VNAJNDEOPGEi9MzteE7IYICAMcIm
3ysaeaklNuKki4dnbXBHfsuMlff9+f9v2bPKODhFgyoO0FBJIJTm02x/cyM4uiuUBXXb
B+9//JEE+jEbZgVhlpYp70/gqltdmttFiyIEGkWHZiD3FaHO+ablv8y3aIw4CGENQ
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yOkpdWIFOdv7CaTPLVhIOWyXa/ng7Ewl4VZI9aOAGtACXXYqPkK2NjrzPRVA4XFYC
5IW1XbITYGINWW1SSHImlXnxJOFObvhQItL+zEub79SxyulBOwdpbsjuly/OaXH/
V2XdN6ennlygqymh/iwF5ngT6he8deqCeHZQpKbopLS8SGhlwo4++/TWCkbwO9LTT
3apxVgUKpF+fBBgWEZuu2/M4L2kml 6Hg33MVKdE/AE1Yub+0to59kx4KawgBUjlo
t86BdJIqYy0jGKE/tEgvGyQ/hl1c9MgSoileGI99hNvDPccbhb5+1gd6CN57nDXGmIrXV
wkGS00g+RdG4D+ghxDJ+rjlfowl0I1ImIPE20FTq97dpnEZJ4S/s9EUiRoIWmMk5Xy
mC+5U+IYD9uff3bpfB460XeHoWnlvhzr2+HcNQofMPgGK+pHVDcdQXt9gkPegk2
W/ fsz5BMOgKD8LMihpWSjgf2i/fuFsD4TIkyc8KijXgl+kzkbP/AJuzvsc006IhEH
x4DmHWBWVRit0Shz680CS29§7GAVYhUJSABRg1YQk2ht ipwgBkXMEB11Jw8AMOZ 6
fPEb3tBoarR1gqajhSiAQ0INF/2h9+YB4QlEvflgT7bybeagdhmDalil200A4Eoglv3
eglAXcSXGPsdQcALSPrHYATILZ9gAv63J1eBmrRgDILIJURCKrbWoWmCz72847N2LZ
uyOHwWSE9rEB44J2g4Dv8D2xHprNTdx+X1FZjfcYnsb6Ix1UtQm4Wwd1l3Ps/Zz5F9
3ATT+mRonuDbOGgbAJG8E3SW/GvVbza7DoX+gmIGsJbz+0iJBjeS1Dpc8ID/Ks3b
t1aV4IHZGDvpTvVTbYrjagBby6gxwZwuzUjebJAVKwpBmPGukzTJIG3LTiNb5a9bU
vEMrJDFrvHggn8EJRMybBhYKS/2RM+sL2Jyqf jTAn6BcfLjh80c5ddK3Iz3h8f4b
6910crnW5y6PPoi/mMEpkFAV/FHRvid3P19u9gvGDIKUT+TSW1xMC8J9zrcPCAvVkd
rs/Sji/c40tutMlwlPoHzJ6UEQW3aKQwsHBYiShb06tz0E4xJTAJBgkghkiGOwOB
CRUxXFgQUfomfKgfGGxPP02k9rLy5kyhjomkwMTAhMAKGBSsOAwWIaBQAEFPgBsOyk
DsLC5mk65Y7112wwbB1loBAjJd7AVglUoauAICCAA=", "Passphrase": "P@sswOrd"}

View certificate

®| NOTE: The custom SEKM certificate can only be viewed from the RACADM interface using the command below.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn sslcertview -t 6
Serial Number : 0A

Subject Information:

Country Code (CC) : US

State (9) : TX

Locality (L) : Round Rock

Organization (O) : Dell

Organizational Unit (OU) : Validation

Common Name (CN) : 1iDRAC-12345

Issuer Information:

Country Code (CC) : US

State (9) : TX

Locality (L) : Round Rock

Organization (O) : Dell

Organizational Unit (OU) : Solutions Group

Common Name (CN) : Certificate Authority
Valid From : Apr 29 17:00:08 2024 GMT
Valid To : Apr 29 17:00:08 2025 GMT

Custom PEM certificate

This section demonstrates how to install and view the custom SEKM PEM certificate.

®

NOTE: The process to create the custom PEM certificate is similar to that of the custom certificate. However, instead of
converting to PKCS12, you can directly use the PEM content in the request body as shown below.

®| NOTE: A passphrase is optional.

Upload certificate

Expected status 200 OK

code:

Command: POST

URI: /redfish/vl1/Managers/iDRAC.Embedded.1/0em/Dell/DelliDRACCardService/

Actions/DelliDRACCardService.ImportCertificate
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Header:
Auth:
Body:

content-type application/Jjson

Basic
{"CertificateType": "SEKM CUSTOM PEM CERT",
TCertiticataFilaVy V===== BEGIN CERTIFICATE-----

MITFSzCCAzZOgAWIBAgIRAP1jjg2DNNkKkNM69MLxaTUAYWDQYJKoZIhvcNAQELBQAwW
WJELMAKGA1UEBhMCVVMxCzAJBgNVBAgTAKk1EMRAWDgYDVQQOHEWACZWx YW1 wMRAW
DgYDVQOKEWdAHZW1hbHRVMROWGAYDVQQDEXFLZX1TZWN1cmUgUm9vdCBDQTAeFw0y
NDAOMTcxNDASMihaFwOyNTAOMTgxNDASMjhaMIGTMQswCQYDVQQGEwWJVUzZELMAKG
A1lUECBMCVFgxEzARBgNVBACTClJvdWSkIFJvY2sxIzAhBgNVBAOTGl1ZhbHV1ZCBE
YXRhRGItYWIuIGN1c3RvbWVYMRYWFAYDVQQDEWlpZHIhYy1INUzgwM1INUMSUwWIwYJ
KoZIhvcNAQkBDBZzdXBwb3J0QGRhdGFkb21haW4uY29tMIIBIjANBgkghkiGOw0OB
AQEFAAOCAQ8AMIIBCgKCAQEAg21lheHVHLSaKrsaQXAY8ZuoRFmdgbfoSZd2RKQyh
ekCrkegUOOEXADEJJD04V6sEz/s5re/YbIoBhHPgHCkgqJO0LfgXLbJrr0SnSuwlVy
nW5ffRUf9TKRg3TgBgr68aiyXgHdeXBjvJAoK7wlwiFLYtanmgxubFcEideyfYZr
dUgA1Qhm+1LXQOnRjp30o+kRrajRizjHhf2GK530rD8AdZKnwThtgBJ1lk26ba/ynee
CswcfhPgiMkteQCHUPpxhDvUKXWrVUYDE/LTpXnhLVcLA/£JsgYrewlOmXRg5nhK
6ZytvE0ZJh090GZ1GFs4k/MSCj9RZA+arTUYMazRPAhKtwIDAQABO4HRMIHOMA4G
A1UdDWEB/wQEAwIDiDATBgNVHSUEDDAKBggrBgEFBQCDAJAMBGNVHRMBAf8EAJAA
MB8GA1UdIwWQYMBaAFPbE]jD1OTc+PjJIMjCgzmE2PeXaBCMBgGA1UdEQQRMA+CDTEwW
MC42NC40MC4yMzMwXgYDVROfBFcwVTBToFGgT4ZNaHROcDovL2NpcGhlcnRydXNO
bWFuYWd1lci5sb2NhbC9jcmxzL2I0YzkwMDCc4LTRIMJQOENDYxXNy1hNGY1LTYXNGES
NIYWNTY3MS5)jcmwwDQYJKoZIhveNAQELBQADggIBAHHr 9udux97beCCfzYh48X++
VSgJ9EGP]j14e6KUUG6r9bK5f7Q030TfkNyctuC+8zPz7vDb1lQQ1SXA3/xgK2LGisjo
98pprjlGlu+WXcX/7T+/kDY4b8njxr3C3GHgCcKinggfSSXDbXJctOhE/cgHCghl
UdE5Q0LVB2HiVptctyQ+7CdTI3hV]j8mb0Ogq8A47aGaFhzszCeM2LinKrEmlCwsKpK
9s0n030/1+AIRpvRrLI1lks7LiCgA9]jveb2KXL0Z9+n3XRYYKZxUt7BVk40LR2wm
XZ71LLrhiMwrisXMOrotLNBWJbfBj5hJMuU30ildelvhEBwH8tLyALl16Zw6Rwter
nHBQLOIwpIvI9UjUeQ69mp6oP8f3W61iR+0pYzbxHneyUwxQAN+tigq0gdd5ZcD7Nflw
6pV8WMF7+i3Eu6gUA+5HTTRreka6CxWmU5gPLxAMJIQ3yIDSKcFyJjUTHOUar /h6k
2vprf76NGxcmd44v/trXRbB3/zQdMWiFm4BQzXNHXDgPVa7di2jXzhTBLADf4mELcC
Hz9UHYwkJO3UP/MTp85AuDpNuL972881vz/M/zJAFARC19PQWFM90ZBs97qwdjO0BE
1WvzWBAEDNMVOKAL2Gro6mGQrgLVMRFOy4rjVHiESOIE3rhOntp7J9LyXAzBvGgO
K7UQWkZXqYKrj+eYQQQE

————— END CERTIFICATE-----

MITEowIBAAKCAQEAg2lheHVHLSaKrsaQXAY8ZuoRFmdgbfoSZd2RKQyhekCrkegU
OOExADEJJDO04V6sEz/s5re/YbIoBhHPgHCkqJOLfgXLbJrr0SnSuwlVvnWS5EffRuf
9TKRg3TgBgr68aiyXgHdeXBjvJAoK7wlwiFLYtanmgxub6FcEideyfYZrdUgAlQhm
+1LXQOnRjp30o+kRrajRizjHhf2GK530rD8AdZKnwThtgBJ1lk26ba/yneeCswcfhPqg
iMkteQCHUPpxhDVUKXWrVUYDf/LTpXnhLVcLA/fJIsqYrewl OmXRg5nhK6Z2ytvEQZ
jh090GZ1GFs4k/MSCJ9RZA+arTUYMazRPAhKtwIDAQABAOIBACBChD4z68I0Z71+
OzpmHgXL9I0/xQDNN5sd2Axei SDFfMQHZY7SqfL8R1kdtoog79XnlBHsedDrI5/2
YmlKPdmH1yH4KE+gjQpZ701rbYall5hmk3KEIqgXX1blyBWkBnTOauZIhSxeAIFC
e0dgdpxSAtZVkgV8gglzTt6aZzix7GqEJqge TmPVBZIx29GyzR9pDA6CGAZyLW267]
JFjDxBM2S8YMeDIOPbwM7DYQ+ktSSMuxCgvXt797NRpECRFTHRAn1VgT£D551014
QhvekRNIW5ubD2QFFoyFdn0JJdpaSQUE34ExZgUwtdv0oedS8pb+1/yf8tlZmrcv
gnhPipkCgYEA5HZczD2+0eM9aFC2v+680kYeBOuYd6g7fE3s5r5gkfkyluFL5BML
cfhpTIzlEeMrloJMpTDjTFKM70AGmt+9LCItCCUPNKQLR/f2yTD1gGlIDHVCCYOn
fKrjBMngV8aDWnXSgOVJ7AFrPuSwGnmt DgfFhQ3783JXsUAfOuj8gEMCgYEAWBcX
zEer4dKfBGo+V31Q5DYGCGuUtkQLfNkcAVRIHIruLbs6V64UNakOXfU8BsJJHO+Z0Jd
4EyXEoxplg018Y6sz9hpUeJAznHVM2P1D2PCWsyJW16SCT4maySj+fnwV30ESL1f1l
gaNjmWi3MGA+tH2EbqjgJdyPIexf7/mkfgyii+Dn0CgYAOaFx/00EIOYDc5EIyJdnck
8LER9F2gJi7iLvPitV15KTMEL1t7DWmXBIz5YwobuAtgP45W70TJ0bLxQb+xatgNz
Fn2kRtoHotTHTB73HyxMVddiWcBdJIT1Zwlkgwy8RLAa6NLWSXWLIDDXcOIXW1ZEfR
VclCE9iwyKQ5HGchbyvepiwKBgGVni3uelmB5jppb9Gl608gadzmIzFrR7SalNVZ6
GSwhvIPAtvbWHKhjgZrv+ObxRkdAmMedBx+WmmLJRIJHpINCAUtEUVMvNEfrYKNVE
/43)5cWWWDhftBFEJfbsIMIWrvkKkWb6UZQQoKWrKiDFgx7siQRAzFeh9pULxod4Wh
LnvtAoGBAL24/183zdryS37AS33+MetiblaYG3j94H5PCYRGITPIeQ3fdPHbZH/F
uiD35BB/p41/BYv8R5iuklVgBY/TZabPglNdpmVkF1H4YGu5e+0ynrhTSnSIFTgV
1IMXE51vzMQ/RYux6UdRV2ZiEThVrPQ6R0e+M1dFevVYRygoJd3/o0l

————— END RSA PRIVATE KEY-----"}
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View certificate

@l NOTE: The custom SEKM PEM certificate can only be viewed from the RACADM interface using the command below.

C:\>racadm -r 192.168.0.120 -u root -p P@sswOrd --nocertwarn sslcertview -t 6
Serial Number : 0A

Subject Information:

Country Code (CC) : US

State (9) : TX

Locality (L) : Round Rock

Organization (O) : Dell

Organizational Unit (OU) : Validation

Common Name (CN) : 1IDRAC-12345

Issuer Information:

Country Code (CC) : US

State (9) : TX

Locality (L) : Round Rock

Organization (O) : Dell

Organizational Unit (OU) : Solutions Group

Common Name (CN) : Certificate Authority
Valid From : Apr 29 17:00:08 2024 GMT
Valid To : Apr 29 17:00:08 2025 GMT
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Periodic Sync with Key Management Server

Periodic Sync with KMS automatically updates encryption keys based on a KMS schedule. iDRAC scans the KMS for new keys
and rekeys all SEKM-secured devices with any new key it finds. Activate this feature on the KMS first, then configure it on
iDRAC using any supported interface. For more details, see your KMS administrator guide.

@ NOTE: Periodic Sync is only supported with CipherTrust Manager (k170v) Key Management Server.
@ NOTE: Periodic Sync is only supported through the Redfish interface.

@ NOTE: Periodic Sync can be disabled by running a manual rekey command. This will also delete any jobs that are scheduled
by Periodic Sync.

The default pattern for the recurrence job is once daily. Since the KMS cannot notify iDRAC about key rotations, iDRAC checks
the KMS daily for any new keys. If no new key is found, the rekey operation does not occur.

@ NOTE: While enabling key rotation on the KMS, you must also enable the option to deactivate the old key. This ensures that
the new key is activated once created and the old key is deactivated at the scheduled timer expiry.

Enable Periodic Sync

Command: POST

URI: /redfish/vl1/Managers/iDRAC.Embedded.1/0em/Dell/DelliDRACCardService/
Actions/DelliDRACCardService.PeriodicSyncWithKMS

Header: content-type application/json

Auth: Basic

Body: {}

Verify Rekey mode

Command: GET

URI: /redfish/v1/Managers/iDRAC.Embedded.1/0Oem/Dell/DellAttributes/
iDRAC.Embedded.1?$select=Attributes/SEKM.1.RekeyMode

Auth: Basic

Example: "SEKM.1.RekeyMode": "Periodic Sync with KMS"

View Periodic Sync schedule

Command: GET
URI: /redfish/v1/JobService/Jobs/Auto7c5292ab
Auth: Basic

Expected response 200 OK
code:
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Example response:

"@odata.context": "/redfish/vl/Smetadata#Job.Job",
"@odata.id": "/redfish/vl1l/JobService/Jobs/Auto7c5292ab",
"@odata.type": "#Job.vl 2 4.Job",
"Description": "Represent a job in Redfish",
"Id": "Auto7c¢5292ab",
"Name": "Recurring Job",
"Steps": {
"@odata.id": "/redfish/vl/JobService/Jobs/Auto7c5292ab/Steps"
o
"Schedule": {
"MaxOccurrences": 6953,
"InitialStartTime": "20240904143900.000000+000+00:00",
"RecurrencelInterval”™: "P1D",
"EnabledDaysOfWeek": [
1,
"EnabledDaysOfMonth": [
]

<>|NOTE:TheRecurrenceIntervalVaMe“PﬂTWndbauﬁ'ber1day"

®

NOTE: In the Headers output, the Location property returns a job ID URI. Run GET on this URI to monitor the job status
until it is marked “Completed.”

Periodic Sync with Key Management Server
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Scheduled Rekey

SEKM Scheduled Rekey sends a new key generation request from iDRAC based on a user-configured recurrence interval. The
rekey can be scheduled daily, on specific days of the week, or monthly. Examples are shown below.

@lNOTE: Scheduled Rekey is available on all supported Key Management Servers.
@lNOTE: Scheduled Rekey is only supported through the Redfish interface.

@lNOTE: Scheduled Rekey can be disabled by running a manual rekey command. This deletes any Scheduled Rekey jobs.

Enabled Scheduled Rekey (daily)

Command: POST
URI: /redfish/v1/JobService/Jobs
Header: content-type application/Jjson
Auth: Basic
Body:
{ "Payload": {
"TargetUri": "/redfish/vl/Managers/iDRAC.Embedded.1/0Oem/Dell/

DelliDRACCardService/Actions/DelliDRACCardService.Rekey"
by
"Schedule": {

"RecurrencelInterval”™: "P1D"

}

Enabled Scheduled Rekey (specific days of the week)

Command: POST
URI: /redfish/v1/JobService/Jobs
Header: content-type application/Jjson
Auth: Basic
Body:
{ "Payload": {
"TargetUri": "/redfish/vl/Managers/iDRAC.Embedded.1/0Oem/Dell/

DelliDRACCardService/Actions/DelliDRACCardService.Rekey"
bo
"Schedule": {

"EnabledDaysOfWeek" : ["Monday", "Wednesday", "Friday"]
}
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Enabled Scheduled Rekey (monthly)

Command: POST
URI: /redfish/v1/JobService/Jobs
Header: content-type application/Jjson
Auth: Basic
Body:
{ "Payload": {
"TargetUri": "/redfish/vl/Managers/iDRAC.Embedded.1/0Oem/Dell/

DelliDRACCardService/Actions/DelliDRACCardService.Rekey"
br
"Schedule": {
"EnabledDaysOfMonth": [10]
}

Verify Rekey mode

Command: GET

URI: /redfish/vl1/Managers/iDRAC.Embedded.1/0Oem/Dell/DellAttributes/
iDRAC.Embedded.1?$select=Attributes/SEKM.1.RekeyMode

Auth: Basic

Example: "SEKM.1.RekeyMode": "Scheduled Rekey"

View Scheduled Rekey schedule

Command: GET
URI: /redfish/v1/JobService/Jobs/Auto7c5292ab
Auth: Basic

Expected response 200 OK
code:

Example response:

"@odata.context": "/redfish/vl/$metadata#Job.Job",
"@odata.id": "/redfish/v1l/JobService/Jobs/Auto8e034526",
"@odata.type": "#Job.vl 2 4.Job",
"Description": "Represent a job in Redfish",
"Id": "Auto8e034526",
"Name": "Recurring Job",
"Steps": {
"@Qodata.id": "/redfish/v1l/JobService/Jobs/Auto8e034526/Steps"
b
"Schedule": {
"MaxOccurrences": 6953,
"InitialStartTime": "20240904145300.000000+000+00:00",
"RecurrencelInterval”: null,
"EnabledDaysOfWeek": [
"Wednesday, ",
"Friday"
1,
"EnabledDaysOfMonth": [
]
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®| NOTE: In the example above, Scheduled Rekey operation runs on Wednesday and Friday.

®| NOTE: In the Headers output, the Location property returns a job ID URI. Run GET on this URI to view recurring job details.
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Easy Restore

Easy Restore employs its own flash memory to create a backup of the system data. Upon replacing the motherboard and
initiating the system, the BIOS communicates with the iDRAC and offers the option to restore the backup. The initial BIOS
screen provides prompts to restore the service tag, iDRAC licenses, SupportAssist, and Identity Module (if applicable). The
subsequent BIOS screen offers prompts to restore the system configuration settings (iDRAC, BIOS, and NIC). However, SEKM
certificates are not copied to flash memory, and must be installed again manually.

@l NOTE: The Identity Module is restored first before other system settings (iDRAC, BIOS, and NIC).

For more general information about Easy Restore, see the iDRAC User Guide.
The steps below outline the process to enable SEKM on the new motherboard:

Restore licenses: iDRAC Datacenter, iDRAC Enterprise, and SEKM licenses are restored as part of Easy Restore.
Update firmware: After the Easy Restore process completes, update the iDRAC firmware update to ensure KMIP
functionality on the new iDRAC.

e Reupload certificates: Manually reupload the SEKM certificates. Enable SEKM using the same iDRAC KMS user credentials
from the original system.

e Unlock devices: Once SEKM is enabled, iDRAC can unlock any previously locked supported device.
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Crypto-Erase All Drives in a Single Operation

ControllerDrivesDecommission deletes all virtual disks, securely erases all supported drives, and disables security on the
storage controller in a single stacked operation.

@l NOTE: This feature is only supported through the Redfish interface.

@l NOTE: This feature is only supported on BOSS-N1 and HBA 465i storage controllers.

Command: POST

URI: /redfish/v1/Systems/System.Embedded.l/Storage/{controller ID}/
Actions/Oem/DellStorage.ControllerDrivesDecommission

URI example: /redfish/vl/Systems/System.Embedded.1l/Storage/B0SS.SL.14-1/Actions/Oem/
DellStorage.ControllerDrivesDecommission

Header: content-type application/json

Auth: Basic

Body: {"DisableControllerSecurity": true}

Expected response 202 ACCEPTED
code:

DisableControllerSecurity is a boolean property that indicates whether security is disabled on the storage controller. A
value of true results in disabling security on your supported storage controller.

@ NOTE: In the Headers output, the Location property returns a job ID URI. Run GET on this URI to monitor the job status
until it is marked “Completed.” If the job stops in a "Scheduled" state, a server reboot is required to run the job.

The ControllerDrivesDecommission action also supports the @Redfish.OperationApplyTime parameter in the
request body. An example request body is shown below:

OnReset

{
"@Redfish.OperationApplyTime" : "OnReset",
"DisableControllerSecurity": true

}

The OnReset option does not run the job until the server has rebooted.

Immediate

{
"@Redfish.OperationApplyTime" : "Immediate",
"DisableControllerSecurity": true

}

The Immediate option will perform a graceful OS shutdown with power cycle after the reboot job timeout completes.
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Troubleshooting

This section discusses some of the common issues that are encountered while setting up SEKM.
Topics:

«  SEKM license installed but cannot enable on iDRAC

«  SEKM SSL certificates uploaded but cannot enable SEKM

*  Cannot switch PERC to SEKM mode

*«  SEKM failed for PERC encryption mode

*  SEKM status shows "Unverified Changes Pending"

«  SEKM status shows “Failed” after changing KMIP authentication settings

e SED shows as Locked and Foreign after moving to another SEKM-enabled PERC
*  SEKM failed after moving SEKM-enabled PERC to another server

. Key size and algorithm used by KMS

. New PERC encryption mode is “None” after replacement

* New key generated after replacing SEKM-enabled PERC

. New BOSS-N1 security status after replacement

¢  Rollback of iDRAC firmware blocked

* Restoring SEKM mode on PERC after network outage

*  Changing keys on a PERC

. PERC encryption mode still shows SEKM after system erase

*  Cannot switch PERC to SEKM mode from LKM mode

e SED shows as Locked and Foreign after migrating from LKM to SEKM mode

*  Cannot switch PERC to SEKM from eHBA personality mode

¢ Information on SEKM setup failures, key exchange issues, successful exchanges, or rekey operations
«  SEKM key exchange after deleting SEKM license

*«  SEKM key exchange after an iDRAC reset

. SEKM key exchange failed after a warm reboot, but secured volume drives are still online and secured
e Auto Secure not enabling security on HBA or PERC

¢ Hot-plugged SED not showing up in the OS

*  Cannot disable SEKM on iDRAC

. Cannot disable security on HBA or BOSS controller

¢ Confirming IP address in the KMS certificate SAN field

*  Recovering from a key exchange failure after changing the iDRAC IP

¢ Updating PERC or HBA 12 firmware to version 12.2 or later

SEKM license installed but cannot enable on iDRAC

Q: | installed the SEKM license but cannot enable it on iDRAC. Any suggestions?

A: Ensure you update the iDRAC firmware after you install the SEKM license. This is required even if you had a SEKM-supported
iDRAC firmware version before installing the SEKM license.

SEKM SSL certificates uploaded but cannot enable
SEKM

Q: | set up the KMS info and uploaded SEKM SSL certificates, but still cannot enable SEKM on iDRAC. Any tips?
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A: There are many possible reasons why iDRAC is unable to enable SEKM. Check the SEKM enable job Config Results for
information about the job failure. Also, check the Lifecycle Controller logs for possible reasons for failure to enable SEKM. Also,
check the following SEKM settings:

e Ensure the following:
o Primary and Secondary KMIP port numbers are correct.
The KMS CA certificate is the same as the one used to sign the KMS Server certificate.
The CA used to sign the iDRAC CSR is in the Trusted CA list on the KMS server.
The SSL Timeout value is large enough to allow iDRAC to be able to establish the SSL connection to the KMS.
The username of the iDRAC account on the KMS is entered in the correct field (it should match the value chosen in the
"Username field in the Client Certificate" authentication property on the KMS).
e FEnsure that the iDRAC CSR has the option to include IP address in the CSR selected.

Cannot switch PERC to SEKM mode

Q: | cannot switch PERC to SEKM mode. Any advice?

o O O O

A: Ensure the following:

e The PERC firmware has been upgraded to a version that supports SEKM.
e The SEKM status on iDRAC is enabled. You can use the racadm sekm getstatus command to see the current SEKM
status.

SEKM failed for PERC encryption mode

Q: | set up SEKM on iDRAC and PERC, rebooted the host, but PERC shows 'SEKM Failed' for Encryption Mode. Any ideas?

A: The primary reason for this is that the PERC could not get the key from the iDRAC. In this case, the iDRAC SEKM status
changes to “Failed.” See the troubleshooting tips mentioned earlier and ensure iDRAC can communicate with the KMS.

SEKM status shows "Unverified Changes Pending"

@: The SEKM status on iDRAC shows “Unverified Changes Pending.” What does that mean?

A: This means that changes were made to the SEKM settings on iDRAC, but these changes were never validated. Use the
racadm sekm enable command to enable SEKM to ensure that iDRAC can validate the changes that are made and set the
SEKM status back to either “Enabled” or “Failed.”

SEKM status shows “Failed” after changing KMIP
authentication settings

Q: | changed the KMIP authentication settings on the KMS, and now the iDRAC SEKM status shows “Failed.” Any solutions?

A: If you changed the username or password of the iDRAC account on the KMS, ensure you update the corresponding
properties on the iDRAC and enable SEKM.

If you changed the value of the "Username field in the Client Certificate" option on the KMS, generate a new CSR from iDRAC
by setting the appropriate CSR property to the username, get the CSR signed by the KMS CA, and upload it to iDRAC. For
example, if you change the value of the "Username field in the Client Certificate" option on the KMS from "Common Name" to
"Organizational Unit," generate a new CSR by setting the OU property to the iDRAC KMS username, sign it using the KMS CA,
and then upload it to iDRAC.

If you enabled the “Require Client Certificate to contain Source IP” property on the KMS, generate a new CSR by selecting the
“Include iIDRAC IP Address in CSR,” sign it using the KMS CA, and then upload it to iDRAC.
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SED shows as Locked and Foreign after moving to
another SEKM-enabled PERC

@: | moved a SED from a SEKM-enabled PERC to another, and now the drive shows as Locked and Foreign. How do | unlock it?

A: Because each iDRAC is represented on the KMS by a separate user account, the keys that are created by one iDRAC are not

accessible to another iDRAC by default. To enable the other iDRAC to get the key generated by the first iDRAC and provide it to
PERC to unlock the migrated SED, create a group to include the two iDRAC usernames and then give the key group permissions
so that the iDRACs in the group can share the key.

The steps for the Gemalto KeySecure are described below:

1. Log in to the KeySecure Management Console and click Users and Groups > Local Users and Groups.

2. To create a group, click Add in Local Groups.

3. Select the newly created group and click Properties.

4. In the User List section, click Add, then add both the iDRAC usernames to this group.

B. After the group is created, click Security Keys.

6. ldentify the key that is created by the first iDRAC using the iDRAC unique username.

7. Select the key and click Properties.

8. Click the Permissions tab, then click Add under Group Permissions.

9. Enter the name of the newly created group in step 2.

10. Remove and insert the drive to initiate a key exchange.

11. Now, the second iDRAC can get the key and provide it to PERC to successfully unlock the drive. The SEDs appear as
Foreign and Unlocked.

12. Import or clear the foreign configuration of the drive. The steps for the CipherTrust Manager k170v are:

a. Login to the CipherTrust Manager and click Keys and Access Management > Groups.

b. To create a group, enter the name of your new group in the Create New Group section, then click Add.
¢. Select your newly created group and add the required users to the group.
d

. After the group Is created and the users are added, click Keys to identify the key you want to be shared between
iDRACs.
e. Select the required key, click Edit, identify your newly created group, and add the key to the group. Click Update.

SEKM failed after moving SEKM-enabled PERC to
another server

@Q: | moved a SEKM-enabled PERC to another server, and now the encryption mode shows “SEKM Failed.” How do | enable
SEKM on the PERC?

A: Follow the steps outlined in SED shows as Locked and Foreign after moving to another SEKM-enabled PERC and restart the
host.

Key size and algorithm used by KMS

Q: What key size and algorithm does the KMS use to generate the key?
A: In this release, iDRAC uses the AES-256 to generate keys at the KMS.

New PERC encryption mode is “None” after
replacement

Q: | replaced a SEKM-enabled PERC with another, but the new PERC encryption mode is “None.” Why is it not “SEKM”?

A: On a part replacement, iDRAC sets the encryption mode of the new PERC to SEKM only if the firmware version of the
new PERC is SEKM-capable. Ensure that the replacement PERC has a firmware version that supports SEKM. If not, perform a
firmware update of the PERC to a version that supports SEKM and then check the PERC encryption mode.
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New key generated after replacing SEKM-enabled
PERC

Q: | replaced a SEKM-enabled PERC, and now iDRAC has generated a new key. Why was the original key not used?

A: Each PERC needs its own key for SEKM. When a PERC is replaced, the new PERC requests a new key from iDRAC, use the
old key to unlock the drives, and then rekey them with its new key.

New BOSS-N1 security status after replacement

Q: | replaced a SEKM-enabled BOSS-N1 with another, but the security status of the new BOSS-N1 is “Disabled.” Why is it not
enabled?

A: On a part replacement, iDRAC sets the security status of the new BOSS-N1 to “Enabled” only if the firmware version of the
new BOSS-N1 supports SEKM. If not, perform a firmware update of the BOSS-N1 to a version that supports SEKM, then check
the BOSS-N1 security status. This is also applicable to ROR-N1.

Rollback of iDRAC firmware blocked

Q: | cannot roll back iDRAC firmware. Why might the rollback be blocked?

A: Ensure that there are no storage devices in SEKM mode. If there are any storage devices in SEKM mode, iDRAC blocks
rollbacks to versions that do not support SEKM. This is to prevent data lockout, since iDRAC cannot provide keys to the storage
devices to be unlocked after rollback.

Restoring SEKM mode on PERC after network outage

Q: | rebooted the host, and key exchange failed due to a network outage, putting PERC in SEKM failed state. The outage is
resolved—how do | restore SEKM mode on PERC?

A: |deally, you do not have to do anything because iDRAC periodically tries to connect to the KMS. After the network is
restored, iDRAC can connect to the KMS, get the keys and provide them to PERC, and put it back in the SEKM mode. If the
PERC is still in SEKM failed state after five minutes, reboot the host and check if the key exchange is successful.

Changing keys on a PERC
@: Can | change the keys on a PERC?

A: Yes, iDRAC allows a rekey operation, which lets you can rekey all storage devices that are supported for SEKM or a specific
storage device. These rekey operations are supported using either iDRAC GUI, RACADM, or Server Configuration Profile (SCP).

PERC encryption mode still shows SEKM after system
erase

Q: | did a system erase, but PERC encryption mode still shows SEKM. Why?

A: This is expected behavior, as system erase does not change the encryption mode of the storage controller. To delete security
on the PERC, use any of the supported iDRAC interfaces and switch the PERC encryption mode to “None.”

Cannot switch PERC to SEKM mode from LKM mode

Q: | cannot switch PERC to SEKM mode from LKM mode. Any advice?
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A: Update to the latest iDRAC and PERC firmware.

SED shows as Locked and Foreign after migrating
from LKM to SEKM mode

Q: | migrated an SED from LKM mode to SEKM mode, but the drive shows as Locked and Foreign. Why was not it unlocked?

A: This is expected behavior. Because a PERC locks the SED in LKM mode, it must be unlocked manually by the LKM
passphrase using any of the IDRAC interfaces. After unlocking, the foreign configuration the drive is imported, then the SEKM
key locks the drive.

Cannot switch PERC to SEKM from eHBA personality
mode

@Q: | cannot switch PERC to SEKM mode from eHBA personality mode. Any tips?
A: This is expected behavior. The SEKM encryption mode is not supported in eHBA personality mode.

Information on SEKM setup failures, key exchange
Issues, successful exchanges, or rekey operations

@: Where can | find information about SEKM setup failures, key exchange issues, successful exchanges, or rekey operations?

A: In all these cases, see the iDRAC Lifecycle logs for detailed log entries. In addition to checking iDRAC Lifecycle logs for
detailed log entries, review the logs on the Key Management Server for any key exchange activity.

SEKM key exchange after deleting SEKM license

Q: Will the SEKM key exchange still work after deleting the SEKM license?
A: Yes, SEKM key exchange continues to work even if the SEKM license has been deleted.

@ NOTE: Updating the iDRAC firmware or performing an iDRAC reset without a SEKM license causes iDRAC to lose SEKM
functionality. To recover this functionality, reinstall the SEKM license and update the iDRAC firmware again.

SEKM key exchange after an iDRAC reset

Q: Will the SEKM key exchange still work after an iDRAC reset?
A: SEKM key exchange will continue to work after a racreset if the SEKM attributes and certificates on iDRAC are still valid.

@ NOTE: racresetcfg is blocked while SEKM is enabled. To perform a racresetcfg operation, you must disable SEKM
on iDRAC first.

SEKM key exchange failed after a warm reboot, but
secured volume drives are still online and secured

Q: SEKM key exchange that is failed after a warm reboot, but my secured volume drives are still online and secured. Why?

A: Drives do not lose power on a warm reboot and stay Online and Unlocked. Only during a cold reboot do the drives lose power
and become Foreign and Locked.
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Auto Secure not enabling security on HBA or PERC

Q: | enabled Auto Secure, but security was not enabled on HBA or PERC. Why?

A: Controllers such as PERC and HBA are not auto secured and must be manually secured.

Hot-plugged SED not showing up in the OS

Q: | hot-plugged a SED, but the drive is not showing up in the OS. Why?

A: Rescan the drive in the OS after it is reported in iDRAC storage inventory as secured.

Cannot disable SEKM on iDRAC

Q: | cannot disable SEKM on iDRAC. Any advice?
A: Ensure that security is disabled on all storage devices before attempting to disable SEKM on iDRAC.

Cannot disable security on HBA or BOSS controller

Q: | cannot disable security on the HBA or BOSS controller. Any advice?

A: Ensure all supported drives behind the controller have security that is disabled.

Confirming IP address in the KMS certificate SAN
field

Q: How can | confirm that the IP address is in the SAN field for the KMS certificate?
A: Go to the iDRAC9 Ul > Storage > SEKM page to determine KMS information.

SEKM Status “) Enabled

KMS Information

Set-up upstream communications with the Key Management Server.
KMS (IP Address or FQDN)* 100.64.40.230

Port Number* 5696

Figure 95. KMS information

1. Open a web browser that can reach the KMS server and enter the IP and port number in the address bar (Mozilla Firefox
was used in example below). Example: https:/ /XXX XXX XXX XXX:5696.

@l NOTE: This does not open a valid webpage, since the port is not for a webservice.

2. Click the address bar site information to see page information and view the certificate.
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Ch Mot Secure I|1‘::F:1-;:._.-'1 00.64.40.230:5696

@ Page Info — https://100.64.40.230: 5656/ = O >
(i) Eu T2
General Media Permissions

Website ldentity

Website: 100.64.40.230

Owrner: This website does not supply ownership information.

Verified by:  Gemalto
Privacy & History

Hawe | visited this website prior to today? Mo

Iz this website storing information on my computer? Mo Clear Cookies and Site Data
Have | saved any passwords for this website? Mo View Saved Passwords
Technical Details

Connection Encrypted (TL3_AES 128 GCM_5HAZ236, 128 bit keys, TLS 1.3)

The page you are viewing was encrypted before being transmitted over the Internet.

Encryption makes it difficult for unauthorized people to view information traveling between computers. It is
therefore unlikely that anyone read this page as it traveled across the network,

Help

Figure 96. View certificate

3. On the Certificate Details page, go to Subject Alt Names and confirm that the IP address is included.

Subject Alt Names

Email Address tester@dell.com
IP Address 100.64.40.230

Figure 97. Subject Alt Names

@l NOTE: If the IP address is not included within the Subject Alt Name field, a new CSR must be generated on the KMS.

Information on including the IP address in KMS CSR is in each supported KMS section.

Recovering from a key exchange failure after
changing the iDRAC IP

@: How do | recover from a key exchange failure after changing the iDRAC IP?

A: If your iDRAC IP changes after you have enabled the “Require Client Certificate to Contain Source IP” setting on your
supported KMS and included the iDRAC IP when generating a CSR, you must regenerate a CSR and upload the signed
certificate with the new iDRAC IP in the request.
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Updating PERC or HBA 12 firmware to version 12.2 or
later

@: What should | do after updating PERC or HBA 12 firmware to version 12.2 or later?

A: After updating PERC or HBA FW to 12.2 or later, perform a cold reboot instead of a warm reboot. This ensures that
supported drives are unlocked and prevent any locked-out conditions.
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Technical support and resources

Dell.com/support is focused on meeting customer needs with proven services and support.
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https://www.dell.com/support
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